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Abstract— Nowadays, the feature engineering approach has become very popular in deep neural networks. The purpose of 

this approach is to extract higher-level and more efficient features compared to those of learning data and to improve the 

learning of machines. One of the common ways in feature engineering is the use of deep belief networks. In addition, one 

of the problems in deep neural networks' training is the training process. The problems of the training process will be 

further enhanced in the event of an increase in the dimensions of the features and the complexity of the relationship 

between the initial features and the higher-level features. In the present paper, we attempt to set the initial weights based on 

the standard deviation of the feature vector values. Hence, a part of the training process is initially conducted and a better 

starting point can be provided for the weight training process. However, the impact of this method, to a large extent, 

depends on the relationship between the training data itself and the degree of independence of the training data's feature 

values. Experiments conducted in this field have achieved acceptable results. 

 

 

Keywords— Neural Network; Restricted Boltzman Machine; Deep Belief Network

I. INTRODUCTION 

Neural network is one of the most important tools in the 

process of classification and data regression [1]. 

Nowadays, neural networks are used in areas such as audio 

processing, video imaging, and texts. The increase in the 

complexity of classifications requires an increase in the 

order of the neural network relationship through increasing 

the number of layers of a network which, in turn, has a 

complicated computational increase [1]. This 

computational complexity and the large space of 

parameters have led the commonly used methods in neural 

networks to use less large numbers of layers [2]. In 

addition to the low speed of training, the problem of the 

large number of layers in these types of networks, is the 

presence of local minima, which in most cases does not 

lead us to a desirable outcome. One of the solutions to this 

problem is to use the deep belief networks [3], DBN, 

which allow for the creation of networks with a large 

number of layers [3]. 

deep belief networks' layers are constructed from limited 

Boltzmann machine [3] or 2RBM/ Every limited 

Boltzmann machine is a generative and non-directional 

probability model that uses a hidden layer to model a 

distribution on its visible variables [3]. In fact, by placing 

limited Boltzmann machines on one another, we can create 

deep neural networks for hierarchical processes. Therefore, 

most of the changes and enhancements lead to the 

improvement of these networks and in effect to the 

correction of limited Boltzmann machines. The use of deep 

belief networks is not only applicable to categorization 

tasks, but also, it can be used as a feature extraction 

method. For this reason, many of the work done in 

developing machine learning algorithms tend to 

preprocessing, feature extracting, and feature learning. 

Feature learning attempts to use the input data to create a 

system for extracting the feature, so that its output is used 

for classification and other applications. The benefits of 

deep belief networks in feature learning is that, with the 

help of unsupported data, the networks can extract high-

level features of educational data [4] and increase the 

power of differentiation between different classes of data 

[5]. 

But the use of the deep belief networks involves some 

problems as well. The most important problem is the 

training of weights and the extraction of high-level features 

in each layer of the deep belief network. Nowadays, 

sampling method of Gibbs [6] and contrastive divergence 

[7] are proposed to serve the purpose. The long training 

process in Gibbs sampling method and the inadequate 

accuracy of the contrastive divergence training process 

have proved the need to improve the training process. An 

important step in improving the training process is to select 

the appropriate initial values. The initial values of weights 

are typically randomly selected [8]. Hence, a new approach 

is considered in this paper for the initial selection of 

weights. Rest of the paper is organized as follows, Section 

II contain the Literature Review of DBN, Section III 

contain the Suggested Method, Section IV contain the 

http://www.isroset.org/
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experimental results and finally, section V concludes 

research work with future directions 

 

II. LITERATURE REVIEW 

Today, unsupervised statistical models are considered as 

an appropriate tool for extraction of the features and 

classification of audio, imaging, and statistical data [8]. 

Here the bracket represents the calculation of expected 

value on the multiplication of the hidden and visible unit 

values. Thus, with this derivative, we can easily obtain the 

law of weight modification of in the probability log for the 

training data as follows [9]. Where 𝜖 is the learning rate. 

Similarly, we can write the weight modification law in the 

bias parameters [9]. 

Restricted Boltzmann machines (RBMs) have been used as 

generative models of many different types of data[8]. 

Restricted Boltzmann machines were developed using 

binary stochastic hidden units. A Restricted Boltzmann 

Machine (RBM ) [ 9] is a network of symmetrically 

coupled stochastic binary units. It contains a set of visible 

units 𝑣∈{0,1}𝐷 and a set of hidden units ℎ∈{0,1}𝑃. a RBM 

is an Markov Random Field associated with a bipartite 

undirected graph.  It consists of 𝑚 visible units 

𝑉=(𝑉1,…,𝑉𝑚) representing the observable data, and 𝑛 

hidden units 𝐻=(𝐻1,…,𝐻𝑛 for computing the dependencies 

between the observed variables. the random variables 

(𝑉,𝐻) take the values (𝑣,ℎ)∈{0,1}𝑚+𝑛 . a RBM model 

shown in Figure 1[ 9]. 

 
Figure 1. The undirected graph of an RBM with n hidden and m visible 

variables[9] 

Where 𝑣𝑖, ℎ𝑗 are the binary states of visible unit 𝑖 and 

hidden unit  , and 𝑎𝑖, 𝑏𝑗 are their biases. 𝑊𝑖𝑗 is the weight 

between them. Deep Belief Net(DBN)[10] , is a hybrid 

generative model .at DBN, multiple layers are learned as 

layer-by-layer way, the resulting composite model is a 

multilayer Boltzmann machine. deep belief net has 

undirected connections between its top two layers and 

downward directed connections between all its lower 

layers. In a restricted Boltzmann machine, state power {v, 

h} is defined in exchange for the restricted Boltzmann 

machine with the distribution of θ as follows [11].  

 

 

 (𝑣 ℎ  )                                   (1 

 ∑ 𝑏 𝑣 

 ∈       

 ∑   ℎ  

 ∈      

∑𝑣 ℎ 𝑊  

   

 

 

The value of joint probability model for the event of paired 

vector (𝑣 ℎ)  being based on the energy function is 

described in the following [11]. 

𝑃(𝑣 ℎ)  
   (   )

 
                                   (  

In the above equation, Z is given by summing over all 

possible pairs of visible and hidden vectors [11]. 

  ∑    (   )

   

                                   (  

Z Also Called "partition function". The probability that the 

network assigns to a visible vector, v, is given by summing 

over all possible hidden vectors [11]. 

𝑃(𝑣)  
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A. RBM TRAINING 

In a restricted Boltzmann machine θ, the amount of log 

likelihood for a single training vector v is defined as 

equation (5) [11]. 
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To adjust the weights of 𝑊𝑖𝑗,  ≤𝑖≤𝑛,  ≤𝑗≤𝑚, for a vector 

v, through the gradient descent method, derived Log-

Likelihood is calculated in proportion to 𝑊𝑖𝑗 [11]. 

   𝑛  ( |𝑣)
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Probability of the ith hidden node to equal one in the 

graphic restricted Boltzmann machine model being based 

on observable vector v is called 𝑃(𝐻𝑖=1|𝑣). The value of 

P 𝑃(𝐻𝑖=1|𝑣)Is calculated based on the values of ith feature 

for all hidden vectors in exchange for the visible vector v. 

W weight matrix' elements as mentioned in the above 

equations are adjusted to reduce network error. 𝑊𝑖𝑗initial 
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values are set randomly. To teach initial weighted 𝑊𝑖𝑗 to 

the total training vectors through descent gradient we can 

consider [12]. 
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Parameter L is the number of training vectors 𝑣∈𝑠. In 

equation (7), the normalized constant Z is common in 

probability values of P(ℎ|𝑣) and P(ℎ,v). With q denoting 

the empirical distribution, equation (8), Gives us often 

stated below equation (8) [12]. 

∑
   𝑛  ( |𝑣)

    
   

    𝑣 ℎ         𝑣 ℎ          (  

Since there are no direct connections between the hidden 

units, these units are separated observing the visible units' 

condition. Thus, having the values of visible units 𝑣    , 

the binary state of ℎ     for each hidden unit –j- takes the 

value of 1 with the probability below [13]. 

     ∈ ( 𝑣 ℎ        𝑣 ℎ       )        (  

Thus,  𝑣 ℎ       is easily calculated by obtaining the 

values of ℎ 
    .  

    ∈ ( 𝑣        𝑣       )             (   

    ∈ ( ℎ        ℎ       ) 

Also, since there are no direct connections between visible 

units, one can calculate the visible unit i of  𝑣 
      mode 

as follows- provided that the mode vector of the hidden 

units of the model ℎ    is obtained [13]. 

𝑃(ℎ 
      |𝑣    )                            (   

 

      ( (𝑏  ∑ 𝑣 
        ))

 

 ≤ 𝑖 ≤ 𝑚  ≤ 𝑗 ≤ 𝑛   

the binary state of 𝑣      for each visible unit –i- takes the 

value of 1 with the probability below [13]. 

𝑃(𝑣 
       |ℎ    )                          (   

 

      ( (𝑏  ∑ ℎ 
        ))

 

 ≤ 𝑖 ≤ 𝑚  ≤ 𝑗 ≤ 𝑛 

the binary state of ℎ      for each hidden unit –j- takes the 

value of 1 with the probability below [13]. 

𝑃(ℎ 
       |𝑣     )                        (   

 

      ( (𝑏  ∑ 𝑣 
         ))

 

 ≤ 𝑖 ≤ 𝑚  ≤ 𝑗 ≤ 𝑛 

Obtaining the value of <𝑣𝑖ℎ𝑗>𝑚𝑜𝑑   is a little more 

complicated. To calculate this value, we must start a 

random value in visible units and implement the Gibbs 

sampling for a long time. However, due to the 

impossibility of this method and its long execution time, 

another method is used called contrastive divergence [14]. 

 

 

III. METHODOLOGY 

In the suggested method, we try to determine the initial 

values of weights based on the behavior of the features of 

the nodes. In this method, it is attempted to determine the 

initial values of the connected edges of the hidden layer to 

a feature based on the average change in the values of a 

feature versus the mean of the feature or standard 

deviation. To illustrate this relationship, we first want to 

examine the relative role of the changes in the value of the 

features in the weight training process. To achieve this 

objective, all probability functions are written in terms of  

𝑣     to examine the effect of changes in the values of the 

features of the training data vectors on the weight changes. 

The value of 𝑃(𝑣 
       |ℎ    )  is easily calculated 

based on 𝑣    . It suffice to put equation (11) in equation 

(12).  As a result, the equation (14) is obtained

. 

𝑃(𝑣 
       |ℎ    )  

 

      ( (𝑎  ∑ (
 

     ( (𝑏  ∑ 𝑣 
    𝑊   ))

)𝑊   ))

                                  (   

 ≤ 𝑖 ≤ 𝑚  ≤ 𝑗 ≤ 𝑛 
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By putting the above equation in the equation (13), the 

expression of 𝑃(ℎ 
       |𝑣     ) will be equal to 

equation (15). 

𝑃(ℎ 
       |𝑣     )                                                                                     (   

 (
 

      ( (𝑏  ∑

(

 
  

     ( (𝑎  ∑ (
 

     ( (𝑏  ∑ 𝑣 
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)
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In this part, we will consider the weight changes in terms 

of      [𝑣 
    ℎ 

    ]  [𝑣 
     ℎ 

     ]. Suppose the 

𝑖  feature of the input data vector being  ≤  ≤ 𝑚, 

expression   𝑃(ℎ 
      |𝑣    ) can be rewritten as 

equation (16).  
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If 𝑣     , equation (16) can be written as equation (17). 
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)                                               (   

Accordingly, the value of [𝑣  
    ℎ 

    ] will be equal to 

equation (18). 
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    ℎ 

    ]    (
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         )

)                                                (   

By placing equation (18) in (14) and (15), the value of 

[𝑣  
     ℎ 

     ] will equal to equation (19). 
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 ℎ       ≤ 𝑗 ≤ 𝑛   ≤ 𝑖 ≤ 𝑚  ≤ 𝑖 ≤ 𝑛  𝑖    

Given that the following inequality is established in a logic 

sigmoid function [15]. 

    ≤  ( ) ≤       ( )  
 

     ( ( ))
)                                                        (   

And regarding that     ≤
 

      ( )
   , equation (21) 

can be deduced.  
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And in a similar way equation (22) can be deduced.  
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Given the above equations of (20) and (21), it can be concluded that if 𝑣  
      , then the relationship [𝑣  

    ℎ 
    ]  

[𝑣  
     ℎ 

     ] is correct. Therefore, if 𝑣  
      , then the equation (22) is established. 

      [𝑣  
    ℎ 

    ]  [𝑣  
     ℎ 

     ]                                                                       (   

When considering this issue, one might say that if i feature 

is equal to 1, then      value moves toward the increasing 

of the weight of wij. This is to increase the relationship 

between the feature 𝑣   and the hidden layer. By doing this, 

the energy level of the hidden layer is decreased in 

comparison to the training vector in proportion of the total 

energy, and conversely, the probability of generating 

training data is increased through the model. If we consider 

this relationship 𝑣  
       , equation (23) can be 

concluded. 

      [  ℎ 
    ]  [𝑣  

     ℎ 
     ]            (   

       [𝑣  
     ℎ 

     ] 

Given the equations (20) and (21) and (22), the value 

of       will be equal to equation (24). 
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Given that      ( )  ≤   (      ( ( ))), this relation 

        will definitely be established. As an 

interpretation we can say that if i feature is equal to 1, then 

the value of         ، ≤ 𝑗 ≤ 𝑛  ، will move towards the 

direction of weight of            on the edge. This is to 

increase the weights between the node of i` in the visible 

layer and the hidden layer. Hence, when the value of i` 

feature in the training data vectors becomes 0 or 1, the 

gradient function will have 2 different approaches in the 

adjustment of weights. The gradient function moves in one 

direction to gain weight on the node of  i` and the hidden 

layer, and the other one moves to lose weight.  

The more the other values of feature vectors be closer to 

each other, the sum of the decreases and the increases 

inclines more to zero. Because the sum of the decreasing 

values and the sum of the increasing values equal to zero. 

Regarding the above issues, the initial values of the edges 

of the hidden layer connected to a feature can be 

determined based on the average change of the values of 
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feature relative to the mean of feature values or standard 

deviations. The purpose of this initialization is to 

determine the best starting point for weight training. The 

high standard deviation of a values feature refers to a great 

change in the values of that feature. This reduces the 

gradient and, consequently, reduces the value of  𝑊   . 

Initially, the standard deviation of the feature values of the 

ith node is defined as follows. 

    
 √∑ ((

∑    
  

   

 
)  (   

 ))

 

 
   

 

             ( 5 

𝑊ℎ     ≤  ≤     ≤ 𝑖 ≤ 𝑛 

The L parameter represents the number of training data, 

and n indicates the number of features. The standard 

deviation values need to be normalized in order to 

determine the values of weights between zero and one. 

Thus, we have to use equation (26) [16]. 

    
           

    

    

                                 (   

𝑊ℎ         
 

∑    
  

   

 
  ≤  ≤     ≤ 𝑖 ≤ 𝑛   

    
 in equation (26), is equal to the mean value of the 

feature i`. As already mentioned, in the suggested method, 

the initial values of weights are inversely related to the 

standard deviation of values. Therefore,      
̅̅ ̅̅  is used to 

determine the initial values of weight. 

   
        |

∑    
  

   

 
|  (  (    

          ))       (   

If the mean value of i` is low, the correlation with the 

hidden layer will not be meaningful - even with a low 

standard deviation. Because the received values by the 

corresponding feature will be considered as negligible by 

the hidden layer. Therefore, the standard deviation of 

values alone cannot be regarded as a criterion. In the 

following, it is necessary to multiply the mean value of the 

feature i` by the standard deviation of the values of the i` 

feature. In this method, the relationship between the values 

of the features is not considered in the determination of the 

initial weights. In the process of training, if there is a 

relative correlation between the values of the features, the 

weight values are corrected. In many cases, the values of 

all the features are not completely related; thus, the weight 

values cannot be changed significantly. This means that we 

are a part of the training process at the same initialization 

stage. But when the relationship between the values of a 

property and other features is established, the initial 

weights determined by this method will definitely change. 

The amount of these changes depends on the relationship 

between the values of the feature. 

IV. RESULTS AND DISCUSSION 

In this section, two different data sets are selected to 

examine the success rate of the proposed method. Since 

this method is based on the standard deviation of the 

features, two sets of data have been selected having a 

significant difference in the standard deviation of their 

features. One of the selected datasets, is the dataset of car 

pricing [17]. The other dataset used in the research is the 

Heart Disease data set [18]. The amount of standard 

deviation of the features in the heart disease dataset is 

0.081, while this value is 0.23 in the car pricing dataset. 

The average standard deviation of the features in the car 

pricing dataset is so much higher than that of the heart 

disease dataset. 75% of the data was used for training and 

25% of the data was used for testing in the experiments. In 

addition, the Fast Learning Algorithm [19] method was 

used along with the CD method and the initialization-based 

CD method as the proposed method. In Figure 2, the mean 

square of the deep neural network's training error is given 

for the mentioned training algorithms. The implementation 

of these algorithms is based on car pricing data.  

 
Figure 2.  MSE Error of Contrastive Divergence,  Contrastive 

Divergence Initialized by Suggested method And fast training Algorithm  

for car Data set 

As shown in Figure 2, the initialization-based CD training 

algorithm of the proposed method has a better 

performance. The proposed method has lower mean square 

of training data error, especially in the initial education 

courses. The existence of a low standard deviation in the 

values of each feature has led to the superiority of the 

proposed training algorithm. The heart disease dataset is 

used in the next experiment, to test the proposed algorithm 

according to the new data with different statistical 

characteristics. In Figure 3, the mean square of the deep 

belief network's training error is presented for the CD 

training algorithms, the CD initialized by the proposed 

method and the fast learning algorithm [19]. 
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Figure 3.  MSE Error of Contrastive Divergence,  Contrastive 

Divergence Initialized by Suggested method And fast training Algorithm  
for Heart Disease Data set 

Unlike the previous experiments, in the current 

experiment, the mean square of the training error of the 

initialization -based CD algorithm – the proposed method  

was better than the fast learning algorithm. The superiority 

of the fast learning algorithm is evident in all courses. The 

reason is the high mean standard deviation of the values of 

each feature in the heart disease dataset. This issue has 

caused the inability of the CD training algorithm in using 

the proposed method's capability in the determination of 

the initial values of weights. In the following, the chart of 

percentage accuracy of the deep belief network being 

based on the training algorithms is presented in Figure 4, 

based on the car pricing data set.  

 
Figure 4. Accuracy Percentage of Contrastive Divergence, Contrastive 

Divergence Initialized by Suggested method and fast training Algorithm 
for Heart Disease Data set 

In this experiment, the validity of the proposed training 

algorithms was evaluated after 10, 60 and 110 test data of 

the courses. In all experiments performed on car pricing 

datasets, the deep belief network based on CD training 

algorithm being initialized by the proposed method had a 

better function than the rest of cases. The accuracy 

percentage of the deep belief network being based on the 

training algorithms is presented for the heart disease 

datasets on the Figure 5. 

 
Figure 5.  Accuracy Percentage of Contrastive Divergence,  Contrastive 

Divergence Initialized by Suggested method And fast training Algorithm  
for Heart Disease Data set 

As shown in Figure 5, the proposed method has a lower 

average ranking accuracy than the fast learning algorithm 

method. High values of the standard deviation of features 

in the heart disease dataset have led the proposed method 

to not use the intended possibilities. As noted earlier, the 

decision to assign initial values of weights is based on the 

standard deviation of the values of the features. It is natural 

that this method has a different success rate due to the 

difference of the average standard deviation of the features 

in different data sets. 

V. CONCLUSION 

One of the major challenges of the deep belief network is 

the training of network weights for performing feature 

engineering on the input data sets. This process faces more 

serious problems with the increasing number of data 

features. In this paper, a part of the feature engineering of 

the data is carried out at the initialization stage. The 

purpose of the proposed method is to provide a better 

starting point for the weight training process. In this 

method, the initial weights are based on the standard 

deviation of the values of each features of the training 

data.. The proposed method uses the CD algorithm for 

weight training. The results of the experiments show that 

the proposed method works well on the data set, whose 

values are low in standard deviations. Unquestionably, the 

process of feature engineering is based on the relationship 

between all features of vector. But this method can be 

useful for data that has more evident individual features 

such as the standard deviation of a feature's values of the 

nodes.  
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