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Abstract: Air pollution has become a critical challenge for today’s world. An efficient monitoring of air pollution gases can 

help to reduce the pollution in the air. Air pollution cause us many diseases such as cancer etc. Benzene (C6H6) turn out to be 

more challenging issue in our society, because its sensors are costly to deploy and also not feasible to add too many sensors in 

urban areas. Therefore, in this paper an efficient monitoring of C6H6 gas has been done by using the ensemble approach. It is 

feasible to estimate C6H6 by using machine learning because there exists relationship between gases. Extensive experiments 

have been carried out to evaluate the effectiveness of the proposed technique. It has been found that the proposed technique 

significantly improves the performance of existing machine learning techniques. 
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1. INTRODUCTION 

The adverse global environmental changes in respect of its 

atmosphere, such as, enormously rapid increment of 

greenhouse gas concentrations, air quality degradation, 

increase in the abundance of tropospheric oxidants including 

ozone, stratospheric ozone depletion, concomitant global 

warming followed by looming threat of climate change and 

bio diversity degeneration all are fuelled by human activities. 

[27]. the sources responsible for air pollution are of two 

categories which are natural sources and man-made sources. 

The natural sources include forest fires, volcanic eruption, 

and wind erosion of soil, natural radio activity and 

decomposition of organic matter by bacteria. The manmade 

sources are much diversified. These include automobile, 

industries, thermal power plants and agricultural activities. 

The fossils fuels (coal, oil, natural gas) are burnt in 

industries, thermal power plants and automobiles.Different 

hydrocarbons (methane, butane, ethylene, benzene) and 

suspended particulate matters (dust, lead cadmium, 

chromium, arsenic salt etc.) are also present in these 

emissions. These gases and suspended particulate matter 

(SPM) produced as result of burning fossils fuels are the 

greatest source of air pollution. The pollutants released from 

natural sources of air pollution are dispersed in a vast area 

and do not cause any serious damage.  

Most of the health related air pollutants come from man-

made sources of air pollution. In large cities, breathing the 

polluted air proves harmful to human health. Carbon 

monoxide, a serious air pollutant, reduces the oxygen 

carrying capacity of blood and causes nausea, headache, 

muscular weakness and slurring of speed. Oxides of nitrogen 

can damage the lungs, heart and kidneys of man and other 

creatures. The presence of hydrocarbon in air causes 

irritation to eyes, bronchial construction, sneezing and 

coughing. In densely populated cities, the air pollution may 

take the form of industrial smog and photo chemical smog. 

Air pollution is one of the biggest public health issues 

confronting the world today. Air pollution is increasing at 

rapid rate in the world.The toxic levels of air pollution in and 

around world are creating quite a menace. The increase in 

population, emissions from industries and manufacturing 

activities, automobiles exhaust, etc., are reasons that are 

contributing to the air pollution. Many countries have 

declared it as major threat to human life. Currently air 

pollution is measured by utilizing spatially distributed 

sensors. However, due to sensor expenses and size limits the 

operational efficiency. Therefore, many researchers have 

proposed air pollution detection system using machine 

learning tools without deploying any particular kind of 

sensors. It reduces the cost of air pollution monitoring 

system. Benzene is considered to be a threat for various 

kinds of diseases. Therefore, an efficient monitoring of   

benzene becomes a challenging issue. Air pollutants such as 

benzene (C6H6) have accelerated the rate of cancer among 

human beings. Currently, atmospheric contamination is 

measured using spatially separated networks with limited 

sensors. However, the expenses involving multiple sensors 

with varying sizes limit the operational efficiency. Therefore, 

machine learning models to predict the concentration of 

http://www.isroset.org/
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benzene in the air, without deployment of actual sensors for 

benzene detection. It is possible because there is a relation 

among various atmospheric gasses and thus regression can 

be performed to measure C6H6 if the concentration level of 

other gasses is known.  

Air Pollution especially in and around urban areas have 

become, if not the most importantecologicalas well 

asevolvingstatesnearby the world. Air quality issues are most 

complex environmental problems and numerous research 

studies have already reported the impacts of atmospheric 

pollution on human health and the environment.  

Air Pollution has been demarcatedas per any constituent 

present in the air as a result of anthropogenic activity or 

natural process that causes adverse effects to human or 

animal health & physiology, vegetation or materials. 

Thousands of different chemical compounds (almost all in 

gaseous forms) are present in our earth’s atmosphere, many 

of which are trace in amount and beyond practical limits of 

detection of ordinary analytical set-ups. Many of these gases 

have potential to cause adverse action on the environment 

either directly or by interactions with other substances in the 

atmosphere. Pollutants are emitted directly into the 

atmosphere such as Oxides of Sulphur released by scorching 

of fossil fuels are known as primary pollutants.Secondary air 

pollutants are ones that are formed as products of reactions 

between chemical species existing in the atmosphere, heat 

(the thermal state of the species) and the radiations coming 

from the Sun. The most important of such secondary air 

pollutants is ozone (O3) that is produced trough complex 

photochemical reactions involving the primary air pollutant 

NO2 and aerobic oxygen under the influence of solar 

radiation of wavelength less than 424 nm. Concentration, 

location and time scale are important features that 

characterize the air pollution phenomenon of the atmosphere. 

Apart from these, meteorological conditions formulate the 

appropriate foundation of understanding of air pollution 

episode of a given region. 

Sources of air pollution can be allocated into four kinds: 

mobile sources, stationary sources, area sources and natural 

sources as shown in Fig. 1. 

1. Mobile sources include transportation 

2. Stationary includes power plants, refineries, and industries 

3. Area sources includes agricultural areas, fireplaces 

4. Natural sources means wildfires and volcanoes 

 

Fig. 1 Four categories of air pollution [5] 

1.2 Consequences of air pollution 

Polluted air is hazardous for health. Higher concentrations of 

pollutants cause breathing difficulties, chronic cough, and 

respiratory diseases. Higher level pollutants are injurious for 

lung function. According to estimation of world health 

organization during 2002, indoor air pollution was liable for 

1.5 million people death whereas mortality of 2.4 million 

people directly attributable to air pollution in each year 

(WHO, 2002). In America, more than 500,000 people died in 

each year from cardiopulmonary disease related to breathing 

fine particulate air pollutants (American Chemical Society). 

527700 numbers of people died due to air pollution in India 

(WHO, 2002). 

1. Ozone (O3): Ozone that one is dreary and 

imperceptible, howeverregularlyensuesalongside with 

additional more observabletypein significant pollution 

proceedings. It is a gas that can form by a set of 

photochemical reactions in the presence of sun light and 

primary air pollutants.  

2. Nitrogen Oxides (NOx=NO2+NO): NOx is the generic 

term for a group of highly reactive gases, which hold 

nitrogen as well as oxygen in variablequantities, such as 

nitric oxide (NO) as well as nitrogen dioxide (NO2).  

3. Carbon Monoxide (CO): Carbon monoxide is an odor-

less, color-less toxic gas. CO generates from incomplete 

combustion of fossil fuel like unvented kerosene,gas 

space heaters 

4. Volatile Organic Compounds (VOCs): Volatile Organic 

Compounds (VOCs) is a collection of chemicals that 

comprise organic carbon, and readily disappear, 

changeable from liquids to gases whileshowing to air at 

normal temperature.  

5. Sulfur Dioxide (SO2): Sulfur Dioxide is a colourless 

gas. It is transformed into sulphuric acid in the presence 

of water vapor. SO2 can be oxidized to form acid 

aerosols.  

The impact of this paper is to 

improveinfluentialnumericallinkbetweenseveralimpurities. 

The impurityfeatures which will characterize the dataset 
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must be generic. Most importantrecipesopinions are as 

follows: 

 The usage of combination of data mining methodscould 

be done to expand the accuracy rate supplementary for 

recognition of benzene. 

 The combination of random forest and J48 has been 

disregardedthat can expand accuracy rate supplementary 

for benzene detection. 

 The influence of performance metrics tuning is also 

unnoticed in presentworks. 

 Hence, the studyeffort will becombined machine 

learning method which willcalculate the benzene from 

air fumes data in an effectivemode. 

2. RELATED WORK 

This section contains comprehensive review on existing 

well-known air quality prediction techniques by various 

researchers. 

Siwek and Osowski (2016) [1] have discussed various data 

mining techniques of air pollution prediction. The techniques 

used for feature selection are genetic algorithm and step-wise 

fit approach. The study demonstrates that the pre-choice of 

the most primary attributes in a viable manner. The daily 

average air pollution for next day of various pollutants such 

as PM 10, SO2, NO2, and O3 is being predicted 

.Furthermore, various solutions of systems predicting such 

pollutants are being compared. The fundamental key point 

examined in the examination is the determination and 

generation of the prognostic feature which is important 

during the prediction of the air pollutants. Xiaoguang et al. 

(2015) [2] comprehensively evaluated and improved the 

daily air pollution prediction for 74 urban communities in 

china by various machine learning methods. Five different 

classification algorithms namely, Random forest model, 

gradient booting model, SVM model, decision tree model, 

and hybrid  model of the four above models of machine 

learning techniques are adopted with exclusive feature 

groups which originated  from WRF-Chem model. The best 

outcomes are acquired by various gathering of feature 

selection and model selection. In this study, experiment 

results gives the indication that when the more features are 

used, then at that point the likelihood to improve precision 

additionally increments. The environment agents forecasted 

in this study are PM2.5, PM 10, SO2, CO, NO2, O3.Yeganeh et 

al. (2017) [3] approximated the concentration of PM 2.5 by 

developing the satellite based model using ANFIS (Artificial 

Neuro Fuzzy Inference System). Authors have compared 

ANFIS with SVM (Support Vector Machine) and Back-

Propagation artificial neural network adaptive model .The 

distinctive soft computing methods are used to build-up a 

satellite based model for evaluating the spatiotemporal 

variation of PM2.5.  Sharma et al. (2015) [4]have employed 

adaptive neuro fuzzy inference system for forecasting air 

pollutants concentration. Pollutants such as Sulphur Dioxide 

(SO2), and Ozone (O3) in Delhi, India are being taken as 

environmental agents. A novel application of modified 

particles swarm optimization for training ANFIS for air 

pollutants forecasting is successfully investigated. The 

outcomes got are additionally compared with traditional 

gradient based method which is normally used for training 

ANFIS. Three performance metrics which are used for 

comparative study are MSE (Mean Squared Error), RMC 

(Root Mean Squared Error) and MAD (Mean Absolute 

Deviation) which are further being evaluated. Chen et al. 

(2016) [12] have discussed various machine learning 

algorithms for forecasting quality of air in urban areas. The 

discussed machine learning models are used to forecast the 

application of benzene in atmospheric. An effective machine 

learning based method is established for estimation of 

Benzene in the atmospheric. Fu et al. (2015) [5] addresses 

the danger of lung cancer and vision debilitation as one of 

the real worries for air quality.  The prediction of PM2.5 and 

PM10 is done by developing an improved version of Feed 

Forward Neural Network model. The various health 

organizations in China have considered the high rate of 

concentration levels of PM2.5 and PM10 as one of the major 

issue of contamination of air. Yu et al. (2016) [6] discussed 

Random Forest Approach for forecasting air pollution in 

inner-city detecting system. The data incorporated is 

meteorology data, street data, ongoing traffic status and point 

of interest (POI) circulation. Execution of RAQ is assessed 

with genuine city information. The proposed approach 

accomplished better expectation exactness. Reviving 

outcomes are seen from the examinations that the air quality 

can be derived with incredibly in elevation precision from 

the information which is acquired from inner-city detecting. 

De Vito et al. (2008) [8] have assessed the utilization of 

neural networks together with on field information 

recordings for adjusting a multi-sensor device for benzene 

estimation. The situation is described by huge connections 

among a few contamination groups. The proposed sensor 

combination subsystem has been chosen for exploiting both 

single sensor specificity and situation related connections. 

Vlachokostas et al. (2011) [9] have discussed that there exist 

steady relationship between traffic-related air contamination 

and respiratory symptoms. Be that as it may, numerous urban 

regions are depicted by the nonappearance of the vital 

observing foundation, particularly for benzene (C6H6), 

which is a known human cancer-causing agent. The 

exhibited outcomes illustrated that the adopted approach is 

equipped for predicting C6H6 and ought to be considered as 

correlative to air quality predicting. Singh et al. (2013) [20] 

developed tree ensemble models for seasonal discrimination 

and air quality prediction. PCA (Principal Component 

Analysis) used to identify air pollution sources; air quality 

indices used for health risk. Bagging and boosting algorithms 

enhanced predictive ability of ensemble models. Ensemble 

classification and regression models performed better than 

SVMs. Proposed models can be used as tools for air quality 

prediction and management. Qi et al. (2017) [24] proposed a 



  Int. J. Sci. Res. in Computer Science and Engineering                                           Vol-6(2),  April  2018, E-ISSN: 2320-7639 

© 2018, IJSRCSE All Rights Reserved                                                                                                                                      44 

general and effective approach to solve the three problems in 

one model called the Deep Air Learning (DAL). The main 

idea of DAL lies in embedding feature selection and semi-

supervised learning in different layers of the deep learning 

network. The proposed approach utilizes the information 

pertaining to the unlabelled spatio-temporal data to improve 

the performance of the interpolation and the prediction, and 

performs feature selection and association analysis to reveal 

the main relevant features to the variation of the air quality. 

Researchers evaluated approach with extensive experiments 

based on real data sources obtained in Beijing, China. 

Experiments show that DAL is superior to the peer models 

from the recent literature when solving the topics of 

interpolation, prediction and feature analysis of fine-gained 

air quality. 

The primary motivation behind this research work comes 

after conducting the survey of existing techniques through 

which followings gaps have been formulated: - 

 Sufficient data: To improve proficient machine learning 

method, it is vital to have appropriate quantity of 

information for evolving accomplished method.  

 Noise in data: Noise in information could mention as 

annoying information existent in database. Similarly, out 

of series information could also be termed as noise. 

 Pre-mature convergence:It has been observed that 

majority of existing meta-heuristic-based machine 

learning models such as particle swarm optimization, 

genetic algorithm etc. suffer from pre-mature 

convergence issue. It limits the performance of air 

pollution prediction techniques. 

 Data uncertainty:It has been found that the type-I fuzzy 

logic has not ability to support the degree of uncertainty. 

Therefore, it is required to design an efficient type-II 

fuzzy logic to improve the accuracy rate of the benzene 

(C6H6) prediction. 

 Stuck in local optima:Majority of existing meta-

heuristic-based benzene prediction models suffer from 

stuck in local optima issue. 

 Computational speed: The majority of existing meta-

heuristic based machine learning models suffer from 

poor computational speed. 

3. METHODOLGY 

Followings are the key assistances of this proposed method:  

 This proposed work will attain improved accuracy 

as compared to machine learning method.  

 air pollution detection method is appropriate for this 

proposed work since it usages minus space 

 It recognizes benzene with the help of regression 

based methods. Proposed method will detect the 

association among additional gases with C6H6. 

This work will utilize step by step methodology to attain the 

objectives of this research work. 

 

Figure 2: Flowchart of proposed air pollution detection 

method 

4. RESULTS AND DISCUSSION 

The proposed method is considered and applied in MATLAB 

software. Intel core i5 mainframe is applied with 8GB RAM 

and 2GB graphics card. In order to evaluate proposed model 

and perform a comparative analysis, following parameters 

were used: 

1. Accuracy 

Table 1 and 2 shows the accuracy analysis between the 

proposed methods as compared to other methods. In both 

Tables, information is trained and tested on similar dataset, 

so that’s why named as training accuracy.  

Therefore Table 1 and 2 reveal that the accuracy metric of 

the proposed method better outcome other methods such as 

linear model, neural network, Support vector machine 

(SVM) and J48. 

Table 1: Training Accuracy 

Dataset 40% 50% 60% 70% 80% 

Liner model 93.7 ± 0.8 94.6 ± 1.1 91.4 ± 1.2 93.6 ± 0.9 93.4 ± 0.8 

Neural 

Network 

94.3 ±  0.8 95.4 ± 0.8 91.9 ± 1.0 94.6 ± 1.2 94.3 ± 0.9 
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SVM 95.0 ±  1.2 96.3 ± 0.9 93.6 ± 1.6 95.9 ± 0.8 96.1 ± 0.9 

J48 95.9 ±  1.9 96.5 ± 1.2 94.4 ± 2.7 96.6 ± 1.2 96.2 ± 1.7 

Random 

Forest 

97.1 ±  0.9 97.8 ± 0.8 95.1 ± 0.7 98.6 ± 0.9 96.9 ± 0.8 

Proposed 98.4 ±  0.7 99.4 ± 0.4 97.3 ± 0.7 99.4 ± 0.5 98.5 ± 0.7 

 

Figure 3: Accuracy analysis 

Table 2: Testing Accuracy 

Dataset 40% 50% 60% 70% 80% 

Liner model 93.5 ± 1.1 93.9 ± 1.3 92.6 ± 1.6 95.9 ± 1.0 93.6 ± 1.8 

Neural 

Network 

94.2 ± 1.0 94.7 ± 1.3 93.4 ± 2.1 96.3 ± 1.1 94.3 ± 1.6 

SVM 95.8 ± 0.7 96.7 ± 0.9 94.1 ± 1.0 98.3 ± 0.8 95.2 ± 1.8 

J48 96.1 ± 0.9 97.1 ± 1.3 94.6 ± 1.8 98.5 ± 0.8 95.2 ± 2.0 

Random 

Forest 

96.9 ± 0.7 98.0 ± 0.8 96.1 ± 0.8 99.0 ± 0.7 97.4 ± 1.1 

Proposed 98.1 ± 0.8 98.4 ± 0.8 98.2 ± 0.9 99.1 ± 0.7 98.2 ± 0.6 

 

Figure 4: Accuracy analysis 

 

2. Correlation 

A table 3 and 4 shows the correlation analysis between 

proposed method and others. As identified in previous, 

correlation lies between [-1 1] and positive correlation 

approaches to 0 indicate that the proposed method provides 

significant results over other methods. Therefore, from 

Tables 4 and 5 it has been observed that the proposed 

method provides more significant results compared to earlier 

approaches. 

Table 3: Training Correlation 

Dataset 40% 50% 60% 70% 80% 

Liner model 0.91 ± 0.04 0.90 ± 0.02 0.86 ± 0.09 0.86 ± 0.05 0.87 ± 0.07 

Neural 

Network 

0.92 ± 0.01 0.91 ± 0.03 0.87 ± 0.09 0.87 ± 0.06 0.88 ± 0.05 

SVM 0.93 ± 0.02 0.92 ± 0.03 0.88 ± 0.06 0.88 ± 0.05 0.89 ± 0.04 

J48 0.94 ± 0.03 0.93 ± 0.04 0.89 ± 0.06 0.89 ± 0.07 0.90 ± 0.05 

Random 

Forest 

0.94 ± 0.03 0.94 ± 0.04 0.90 ± 0.05 0.90 ± 0.05 0.92 ± 0.04 

Proposed 0.97 ± 0.02 0.96 ± 0.03 0.92 ± 0.04 0.94 ± 0.05 0.95 ± 0.04 

 

Figure 5: Training correlation analysis 

 

 

Table 4: Testing Correlation 

Dataset 40% 50% 60% 70% 80% 
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Liner model 0.84 ± 0.09 0.87 ± 0.04 0.85 ± 0.11 0.92 ± 0.06 0.93 ± 0.04 

Neural 

Network 

0.85 ± 0.10 0.88 ± 0.09 0.86 ± 0.11 0.93 ± 0.05 0.94 ± 0.04 

SVM 0.86 ± 0.11 0.90 ± 0.08 0.87 ± 0.10 0.94 ± 0.03 0.89 ± 0.08 

J48 0.87 ± 0.11 0.91 ± 0.07 0.88 ± 0.10 0.91 ± 0.07 0.92 ± 0.06 

Random 

Forest 

0.89 ± 0.09 0.92 ± 0.06 0.90 ± 0.07 0.96 ± 0.03 0.98 ± 0.01 

Proposed 0.95 ± 0.04 0.96 ± 0.03 0.96 ± 0.02 0.98 ± 0.01 0.98 ± 0.01 

 

Figure 6: Testing correlation analysis 

3. Root Means Squared Error (RMSE) 

Tables 5 and 6 demonstrate the root means squared error 

(RMSE) analysis between proposed and other machine 

learning approaches. RMSE represent the difference among 

actual and predicted C6H6 values. Therefore, it should be 

minimum. From Tables 6 and 7 it has been observed that the 

proposed method provide lesser RMSE compared to others, 

therefore proposed method provides more significant C6H6 

results. 

Table 5: Training RMSE 

Dataset 40% 50% 60% 70% 80% 

Liner model 3.2 ± 0.63 3.9 ± 0.88 3.7 ± 0.44 2.9 ± 0.73 5.8 ± 0.49 

Neural 

Network 

4.4 ± 0.77 4.1 ± 0.81 4.1 ± 0.62 6.8 ± 0.58 5.9 ± 0.64 

SVM 6.0 ± 0.82 4.5 ± 0.68 4.3 ± 0.57 4.7 ± 0.87 5.2 ± 0.91 

J48 3.3 ± 0.95 4.6 ± 0.86 5.0 ± 0.78 5.6 ± 0.69 4.5 ± 0.72 

Random 

Forest 

2.0 ± 0.45 3.7 ± 0.43 2.4 ± 0.39 2.2 ± 0.47 3.3 ± 0.49 

Proposed 1.7 ± 0.31 2.0 ± 0.39 1.1 ± 0.27 1.2 ± 0.29 2.2 ± 0.41 

 

Figure 7: Testing Root mean square error analysis 

Table 6: Testing RMSE 

Dataset 40% 50% 60% 70% 80% 

Liner model 4.4 ± 0.65 3.9 ± 0.61 3.8 ± 0.45 4.9 ± 0.47 5.0 ± 0.57 

Neural 

Network 

6.3 ± 0.39 6.5 ± 0.48 5.4 ± 0.51 3.5 ± 0.55 4.4 ± 0.41 

SVM 4.0 ± 0.49 4.8 ± 0.45 4.1 ± 0.39 4.7 ± 0.38 4.6 ± 0.29 

J48 5.3 ± 0.34 4.3 ± 0.29 4.1 ± 0.37 5.7 ± 0.26 4.8 ± 0.29 

Random 

Forest 

3.9 ± 0.23 2.9 ± 0.31 2.4 ± 0.29 2.5 ± 0.34 3.0 ± 0.27 

Proposed 2.5 ± 0.24 1.9 ± 0.27 1.6 ± 0.19 1.9 ± 0.28 2.6 ± 0.32 

 

Figure 8: Testing Root mean square error analysis 

4. Execution Time 
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Tables 7 and 8 shows computational time taken by proposed 

and other methods during training time and testing time in 

seconds, respectively. The computational time should 

minimum. However, proposed method take more time 

compared to other methods, therefore not so efficient in 

terms of running time. 

 

 

 

 

Table 7: Training Execution Time 

Dataset 40% 50% 60% 70% 80% 

Liner model 94.4 ± 9.7 104.3 ± 13.7 96.5 ± 12.9 114.0 ± 11.6 107.6 ± 9.7 

Neural 

Network 

115.4 ± 9.6 94.4 ± 13.4 103.1 ± 12.4 93.9 ± 11.7 103.7 ± 9.3 

SVM 120.6 ± 7.2 111.7 ± 8.4 92.6 ± 11.1 118.5 ± 8.3 80.5 ± 19.7 

J48 89.6 ± 13.3 99.4 ± 12.4 90.9 ± 13.2 94.3 ± 11.7 93.7 ± 14.8 

Random 

Forest 

83.2 ± 15.3 78.8 ± 16.3 83.4 ± 13.4 82.6 ± 12.7 77.9 ± 11.6 

Proposed 141.9 ± 4.7 157.6 ± 5.3 162.1 ± 9.3 171.3 ± 9.4 176.6 ± 9.7 

 

Figure 9: Training Execution time analysis 

Table 8: Testing Execution Time 

Dataset 40% 50% 60% 70% 80% 

Liner model 88.3 ± 17.6 116.1 ± 14.9 115.7 ± 14.8 86.3 ± 15.7 90.7 ± 13.3 

Neural 

Network 

87.2 ± 10.7 107.7 ± 11.8 89.4 ± 9.7 81.0 ± 10.4 114.6 ± 9.9 

SVM 103.4 ± 11.2 82.9 ± 12.9 101.3 ± 10.4 106.5 ± 11.8 116.6 ± 10.7 

J48 81.9 ± 11.4 106.2 ± 14.6 85.0 ± 9.8 104.3 ± 13.1 88.4 ± 12.4 

Random 

Forest 

79.3 ± 9.1 80.2 ± 10.7 79.9 ± 7.3 78.4 ± 8.9 85.7 ± 10.4 

Proposed 148.0 ± 7.4 159.0 ± 6.9 165.6 ± 5.4 172.1 ± 8.2 184.5 ± 7.9 

 

Figure 10: Testing Execution time analysis 

5. Coefficient regarding determination (R) 

Tables 9 and 10 depict the evaluation analysis regarding 

Coefficient regarding determination (R). It is the quotient on 

the variances of the installed beliefs plus witnessed beliefs 

on the dependent variable. R is a statistic which will provide 

some good info concerning the rewards regarding fit of the 

model. Within regression, the R is a statistical measure of 

how good the regression range approximates the genuine 

data points. A R regarding 1 signifies the fact that regression 

range correctly suits the data. From Tables 9 and 10 has been 

observed that the prosed method has better R as compared to 

other methods. 

Table 9: Training Coefficient regarding determination (R) 

Dataset 40% 50% 60% 70% 80% 

Liner model 0.81 ± 0.08 0.82 ± 0.09 0.78 ± 0.12 0.76 ± 0.11 0.78 ± 0.08 

Neural 

Network 

0.82 ± 0.07 0.80 ± 0.06 0.79 ± 0.05 0.78 ± 0.07 0.79 ± 0.07 

SVM 0.83 ± 0.05 0.83 ± 0.06 0.80 ± 0.05 0.79 ± 0.06 0.79 ± 0.07 

J48 0.83 ± 0.05 0.84 ± 0.06 0.81 ± 0.04 0.80 ± 0.05 0.81 ± 0.06 

Random 

Forest 

0.84 ± 0.05 0.83 ± 0.05 0.82 ± 0.04 0.82 ± 0.06 0.83 ± 0.06 

Proposed 0.86 ± 0.03 0.84 ± 0.03 0.83 ± 0.04 0.84 ± 0.05 0.85 ± 0.04 
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Figure 11: Analysis of Training Coefficient of determination 

(R) 

Table 10: Testing Coefficient regarding determination (R) 

Dataset 40% 50% 60% 70% 80% 

Liner model 0.74 ± 0.08 0.72 ± 0.04 0.73 ± 0.07 0.71 ± 0.05 0.72 ± 0.04 

Neural 

Network 

0.75 ± 0.07 0.74 ± 0.04 0.76 ± 0.06 0.73 ± 0.06 0.74 ± 0.05 

SVM 0.77 ± 0.07 0.75 ± 0.06 0.74 ± 0.08 0.73 ± 0.06 0.76 ± 0.04 

J48 0.81 ± 0.07 0.79 ± 0.06 0.78 ± 0.07 0.76 ± 0.07 0.77 ± 0.06 

Random 

Forest 

0.84 ± 0.04 0.82 ± 0.06 0.84 ± 0.07 0.85 ± 0.03 0.86 ± 0.04 

Proposed 0.85 ± 0.04 0.86 ± 0.06 0.87 ± 0.02 0.87 ± 0.04 0.88 ± 0.04 

 

Figure 14: Analysis of Testing Coefficient of 

determination(R) 

 

5.CONCLUSIONS AND FUTURE WORK 

Human expertise of benzene is from a range of discerning 

and long-term unfavourable well being benefits and ailments, 

which include most cancers and aplastic anaemia. Direct 

exposure can happen occupationally and domestically on 

account of this huge using benzene-containing petroleum 

items, which include motor unit powers and solvents. 

Effective and passive expertise of cigarette can also be a 

important method of obtaining exposure. Benzene is 

especially erratic, and exposure comes about generally by 

means of inhalation. Public well being measures are needed 

to lessen the exposure connected with either employees and 

the typical human population to help benzene. Benzene 

(C6H6), simplest natural, great smelling hydrocarbon and 

also parent element of several significant great smelling 

compounds. Benzene is actually a colourless liquid which 

has a characteristic smell and is also principally utilised in 

producing polystyrene. The idea is extremely harmful and is 

also a regarded carcinogen; contact it may cause leukemia. 

Therefore, there are rigorous handles upon benzene 

emissions. The use of ensembling of data mining techniques 

have been done to improve the 

accuracy rate Benzene (C6H6) detection machine learning 

techniques. It has been achieved by using the integration of 

random forest and J48 based machine learning 

techniques. Root mean squared error (RMSE) tuning has also 

been achieved. Initially, to evaluate the performance of 

existing machine learning techniques for detection of C6H6. 

Then, proposed technique is implemented to evaluate the 

C6H6 in air. Then, comparisons have been done between the 

existing machine learning algorithms and proposed technique 

using:a) Root mean squared error, b) Correlation, c) 

Accuracy, 

d) Error rate and e) Coefficient of determination. 

Future work 

Subsequent section describes future directions for the 

proposed work: 

1. Ensembling of Random forest and J48 based machine 

learning technique does notguarantee the lowest error rate 

because random forest is limited to number of trees only. 

Therefore, in near future meta-heuristic techniques such as 

ant colony optimization, artificial bee colony etc. approaches 

will be considered to enhance the results further. 

2. Also, in near future proposed technique will be applied on 

other fields such as biomedical processing, image machine 

learning etc. to evaluate the performance of the proposed 

technique for other applications. 

3. Also, proposed technique will be applied on real-time data 

taken from sensors. 
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