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Abstract-Computational neuroscience is a new area of reseahich deals with neuron responses carrying stimdibr a
particular process. Different approaches and rekearhad applied frameworks, measures & techniguiesow & analyze the
fundamental understanding of the process. Defirimfigrmation in a quantitative manner is the majamstraint for
researchers. Information measure is the only waiglwban give some inside into the complex worldhefiroscience as these
stimulus or spikes generated are random in natureafly times lead to chaotic behavior. Any such yWimddel/framework
will be of high interest which can be able to brgame facet about the process.
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I.  INTRODUCTION

Computational Neurosciences have a wide scope for
researchers as it deals with the information prsiogsin
the brain. In computational neuroscience, Infororati
theory quantifies how much information a neurapoese
carries about stimulus. Information theoretic mdthbave
been widely used to analyze and understand
fundamental information processing task performgdhie
brain.

the

Epilepsy is a common & diverse set of chronic
neurological disorders characterized by seizures EEG
recording remains a major source for analyzingegsy
disease in the human being. Analyzing EEG signals
visually is very complex process because it isiaical
process so that only experts can analyze thesealsign
There are various challenges associated with ainglyz
signals. So we need such methods by which we can
quantify the EEG signals. Epileptic seizures re$rdm
abnormal, excessive or hyper synchronous neuronal
activity in the brain. The occurrence of seizure is
unpredictable and the process is very random inreat
The EEG signals are representation of brain agtiiit
form of graph. The obtained EEG graph is then amealy
but the visual scanning of EEG graph is very time
consuming. So Information theoretical method isdufe
analyzing the graph effectively.

Analysis of EEG recordings is one of the methodscivh
are widely used for diagnosis of epilepsy. Thesendings
are used for classification & assessment of patiening
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epilepsy. EEG signals are electrical impulses wittiie
brain sense by the electrodes placed on the sltalp.a
recording of brain activity, which is the result tie
activity of billions of neurons in the brain.EEGQysals are
the measure of electric potential within the braliis
electric potential is very variable and random gtune.
Analysis of these random signals obtained by EEG
recordings provides a basis for clinical predictiorlated
to epilepsy stage, type and scope of survival efgthtient.
In recent years, there has been a change frombaded
purely clinical diagnosis to diagnostics utilizing
Information theoretical methods for parametric gsial of
EEG recordings.

To build a sophisticated model to analyze the EEG
recordings or EEG graph has become a major need in
biomedical area. The Information theoretical mozket be
further leveraged for drawing epilepsy diagnostic
inferences such as classification of epilepsy &irthe
survival models. In this paper, we proposed a nktno
terms quantifying results of EEG signals througkrapy
based statistical analysis.

We propose a technique towards quantifying thegeats

by using information theoretic approach. The pregos
methodology utilizes information theoretic approach
associated with EEG recordings of epilepsy in dgviel

a model with enhanced inferences with respect tasome
the EEG signals.

. PROPOSED TECHNIQUE
AN INFORMATION THEORETIC APPROACH

Shannon presents a general theory for measuring the
transformation of information from source to destion
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across a noisy channel.
Information theory.

This theory is known as
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Fig 2.1 Shannon’s general communication system

Information theory can be used as an important fool
quantifying the communication of information by news.
Now the question arises how is the brain processing
information? Our central nervous system enablegous
interact with our environment in a remarkable wagpite

of continuously changing conditions. The informatis
processed in different stages. Input is receivaouih
various senses, external objects are recognized, an
memorized, retrieved and new information is integpla
into existing knowledge. This information is theraéable

for planning and executing actions.

In  computational neuroscience, Information theory
guantifies how much information a neural resporeseies
about stimulus. Information theoretic methods hbheen
widely used to analyze and understand the fundahent
information processing task performed by the brdine
concept of Entropy is used as a main measure for
quantifying the amount of information transmitteztuween
neurons, via spike trains generated by neuronss Thi
measurement is totally depends on the distributidn
sensory inputs.

The number of variable may be large which leads to
different complexities and dealing with such comjileis
always a challenge. Further as these responsevargn
from trial to trial, person to person, this furtiacreases
the diversity & variability of this bio-physical pcess. The
randomness associated with this variability affewsron

& other cognitive process. So that we are proposing
technique to quantify the EEG signals.

lll. SCOPE OF PROPOSED WORK

To define clearly our objective & scope we havefitst
explain about the behavior of neurons. In order to
investigate information processing in the brainweed to
be familiar with the structure of the nervous sgstdhe
nervous system is comprised of an enormous number o
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neurons, which are highly connected. A neuron im tu
consists of a cell body, a dendrite tree and alesiagon.
The axon is long in comparison to the other paftthe
neuron and predominantly connects to the dendetestof
many downstream neurons. We know that the nervous
system represents time dependent signals in segsieric
discrete, identical action potentials or spikegprimation
is carried only in the spike arrival times. In swgituations
the output of the neuron is completely charactdrizg the
temporal train of spikes that the neuron emits.ehilse,
the output of a population of neurons is fully désed by
the simultaneous spike trains of these neurons.

The behavior of spike trains can be analyzed withhelp

of EEG. An EEG recording remains a major source for
analyzing epilepsy disease in the human being. EaGds

for Electroencephalogram. It senses electrical isgsu
within the brain through electrodes placed on tappsand
records them on paper using an electroencephalogiap
is a recording of brain activity, which is the rksof the
activity of billions of neurons in the brain. EE@rchelp
diagnose conditions such as seizure disorderskestro
brain tumors, head trauma, and other physiological
problems.

As the area of Computational Neuroscience is verst v
and can be applied in different areas & problems.
However, we will be confining our study to the atijee
discussed in previous paragraph. Further, the sadpe
project is not limited to quantifying the informai in
spikes but to the areas like competitive learndegoding

& encoding of stimulus variance, rate of spike rtrai
analysis of neural spikes & different simulationthusls.

The objective of the proposed study is to applyeasare

to quantify the information passed from neuron tigto
the spikes to the brain. Different information thetical
framework based on entropy will be applied on the
behavior of a spike train for a particular
Disease/Phenomenon. Based on the parametric astirmat
and quantification received from such pattern vk
tested for different trials and a comparative study be
done to draw a conclusion.

IV. CONCLUSION

In the proposed work we have introduced the infdiona
theoretic measure based on entropy to quantifyntheal
activity during epilepsy. The proposed measureshosvn
to be effective to quantify the type of seizure dzh®n
mathematical framework over times as well as deteng
the difference between cognitive states. As tha @eals
with the randomness and unpredictable behavioeptés
the process. No single or a particular framework ba
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suitable for finding out the new information frotretspike
trains or the patterns.

If EEG analysis would be more widely used in clalic
practice, new properties will have to be taken into
consideration, such as the development of large dets
for EEG analysis. One of the difficulties encouatkiin
such a study concerns the lack of published objecti
comparisons between the different techniques aailr
EEG classification. Visual inspection of scalp neliogs

of these events is often troublesome because gmalsis
obscured by muscle artifacts. The proposed works use
entropy leading to a much better, accurate andedlos
model for capturing the real behavior of the spikes
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