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Abstract- An EEG recording remains a major source for ariaty epilepsy disease in the human being. Therevarieus
challenges associated with analyzing EEG signalsw& need such methods which can enhance the agauranalyzing
these signals. We propose a technique towards eimigadiagnostic accuracy of the current state aravige a better
estimation of survivability. The proposed methodplaitilizes information theoretic approach assedawith EEG recordings
of epilepsy in developing a model with enhanceerafices with respect to current state of diseadefidnre estimates of

survivability.
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l. INTRODUCTION

Analysis of EEG recordings is one of the methodsctvh
are widely used for diagnosis of epilepsy. Thesendings

are used for classification & assessment of patiening

epilepsy. EEG signals are electrical impulses witthie

brain sense by the electrodes placed on the sltalkp.a

recording of brain activity, which is the result dfe

activity of billions of neurons in the brain.

EEG signals are the measure of electric potentithinv
the brain. This electric potential is very variabd@d
random in nature. Analysis of these random signals
obtained by EEG recordings provides a basis foriadl
predictions related to epilepsy stage, type andesonf
survival of the patient. In recent years, there basn a
change from rule based purely clinical diagnosis to
diagnostics utilizing Information theoretical metisofor
parametric analysis of EEG recordings.

Epilepsy is a common & diverse set of chronic
neurological disorders characterized by seizurpeptic
seizures result from abnormal, excessive or hyper
synchronous neuronal activity in the brain. Theuonce

of seizure is unpredictable and the process is ramgom

in nature. The EEG signals are representation afnbr
activity in form of graph. The obtained EEG graptthien
analyzed but the visual scanning of EEG graph iy ve
time consuming. So Information theoretical methodsed

for analyzing the graph effectively.

To build a sophisticated model to analyze the EEG
recordings or EEG graph has become a major need in
biomedical area. The Information theoretical maziei be
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leveraged for drawing epilepsy diagnostic inferansech
as classification of epilepsy & their survival mtgleln
this paper, we extend our work in terms quantifyiegults
of EEG signals through entropy based statisticalysis.
The research question addressed by the current isork
“How to enhanced accuracy and reduced variability i
clinical diagnostic analyzed through EEG signakase of
epilepsy & provide better model for survivability?”

This research question has been answered in thotierss
in this paper.

= Section Il presents the process of proposed statlist
technique which is used to quantify the EEG sidnyal
using the two real EEG data patterns of epilepag, o
is normal and other one is affected by epilepsy.

= |n section lll, the proposed entropy based diagnissi
presented and tested on the sample data set gaherat
in section Il. The technique has been shown to
effectively provide an alternate approach towards
enhancing accuracy and removing variability in the
clinical diagnosis.

= The paper concludes in section IV by highlighting
major implications of this work.

I. PROPOSEDTECHNIQUEAN INFORMATION
THEORETICAPPROACH

We are proposing a technique to quantify the EE@ads.
Here we are applying Information theoretic framexgoon
real EEG patterns to find out the relevance infdioma
For quantify Epilepsy signals, following steps are
performed.

= Obtain EEG patterns from patient in terms of tinse v
amplitude
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= Dividing this long pattern into different intervate
find out the correlation between different samples

= Each sample is plotted in terms of histogram vaies
new patterns is created

= Different histogram patterns were compared in terms
of their shape parameters and pattern with large
deviation & randomness was detected.

= The entropy for this pattern was calculated through
entropy measures.

Based on entropy values the inferences are gederate
We have selected a subset of Epilepsy train anfdipera
statistical analysis on these samples. Furtherave lised
those results as an approximation to the desiisttal
characteristics of the epilepsy train as a whoteisl
important to note that the result obtained by udinig
proposed methodology can be a good approximation to
analyze any epilepsy pattern statistically. Thebfmm of
selecting the dataset become more difficult in case as
in most of the epilepsy pattern, the comparablas#ds are
unknown or too large to be analyzed. Therefore awetio
rely on a more or less on a given dataset.

A critical aspect of taken any technique especiulyhe
dataset is how well an information theoretic measisr
estimated from the given pattern. A common measseel

in such dataset is Entropy. This is a hon paramdensity
estimator so that estimating entropy from smalhdsst is
not simple as there is no ideal estimator which ban
applied. So the choice of selecting estimator dépemm
the type of data which is to be analyzed. In thwkwve
have used an information theoretic measure such as
Shannon Entropy and other Entropies to quantify the
relation between different EEG patterns. The meassed

in this work is adaptive in account for random dapemin

the pattern by Entropy measures.
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Fig 2.1(a) normal EEG pattern
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Fig 2.1(b) Affected EEG pattern

Now to analyze this pattern we are dividing thisdo
pattern into subintervals & than plot histogramwveufor
each subinterval and find out the correlation amtbregn.

I1l. ENTROPYESTIMATION FOR EEGDATA SET

In spite of several statistical models being impebed in
clinical diagnosis, the information theory remagmarsely
explored in this domain. In this work, we explotee t
concept of entropy of probabilistic data in order t
compare the accuracy and reduce variability in mgki
clinical inferences about state of disease. Asregg rule
of information theory, entropy is a measure of utaiety
in a random data obtained through probabilisticlyens
Given a probability p(x) of a random variable Xs it
entropy H(X) can be calculated as: H(X) = - p(Q.m(x).
The total pattern was divided into ten sub intemnaadging
from t1-t10. It was observed that for time subinértl,
t3, t5, t7, t10 the normal EEG graph is uni-modéleve
the affected EEG is bi-model for these patternguié 2.2,
2.3 & 2.4 shows these model patterns for time gebial
t1, t3, t5 & t10 (both normal & affected). Thisalis to a
new phenomenon in the pattern which clearly indisat
some functional activities at the brain level.
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Fig 3.1(a): Unimodel Curve for t1 (normal)
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Fig 3.1(b): Bimodel curve for t1 (Affected)
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Fig 3.3 (a): Unimodel Curve for t5 (normal)
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Fig 3.2(a): Unimodel Curve for t3 (normal)

Fig 3.3 (b): Bimodel curve for t5 (Affected)
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Fig 3.2(b): Bimodel curve for t3 (Affected)
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Fig 3.4(a): Unimodel Curve for t10 (normal)




ISROSET- Int. J. Sci. Res. in Computer ScienakEmgineering

120
100
&0
&0
40 \
20
‘.""h
@ = — T T T
1 2 3 4 5 & 7 8 9101112131415 1%

Fig 3.4 (b): Bimodel curve for t10 (Affected)

Further understanding the change in complexity BGE
signal during a physiological & psychological eweraind
its correlation with the pattern, Shannon entropyn de
better measure to relate. The value shows the titlmvia

between the normal and affected pattern is minimal.

However from the table 1, it is conclusive to sawntt
during the whole period the randomness was maxiéte
time interval t1 whereas it was almost minimizediate
interval t10.

Table 1 gives the calculated values of these
Shannon entropies and final diagnostic inferenaettie
sample data considered in this work. This indicates
patient is suffering from epilepsy has some phygjmal
& psychological changes which leads to these change
the randomness of the pattern.

S.No.| T.. NOSE'\/(;AL AFFEEé:gED DIFFERENCE
1 T1 | 3.789760005 3.574275398 0.21548461
2 T2 | 3.690272972| 3.51648936f 0.17378361
3 T3 | 3.704064947| 3.685392998 0.01867194
4 T4 | 3.77788172 | 3.62455051 0.1533312
5 TS5 | 3.591922774| 3.50350266B8 0.08842010
6 T6 | 3.591546844| 3.59090775B8 0.00063909
7 T7 | 3.564011229] 3.51638666p 0.04762456
8 T8 | 3.625899967| 3.61047734[L 0.01542262
9 T9 | 3.67576564 | 3.61102160 0.0647440
10 T1C | 3.5402841 3.53770968 0.0025744

Table 1: Shannon Entropy values different intervals
V. CONCLUSION

In the proposed work we have introduced the infaiona
theoretic measure based on Shannon e entropy tdifyua
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the neural activity during epilepsy. The proposeshaures
are shown to be effective to quantify the type ezsre
based on mathematical framework over times as asll|
determining the difference between cognitive states

As the Shannon entropy has given us the directibarev
we have found that it is clear that the affectettepa
shows less randomness than the normal one. Thertfer
obtained entropy measures are high in terms clinica
understanding this shows that due to lower valuks o
entropy the person is suffering from simple padeikure.

The proposed technique enhanced the accuracy g usi
Shannon entropy. To find out the information présan
the pulse train or in EEG recordings. By this way @an
analyze the difference between the pulse trainosfmal
patient & patient having epilepsy. One of the best
implications of the proposed technique is the pidéof
identifying the current state of epilepsy with bett
accuracy and reducing the variability with respéat
diagnostics and corresponding treatment.
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