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Abstract— Since last few decades, Analog systems or especially Digital systems are fabricated with ICs. These systems are 

basically having multiplier as fundamental element. Thus design of multiplier is so important that digital systems will be 

designed efficiently. Furthermore floating point multipliers are preferable over normal multipliers, because unlike normal 

multipliers floating point multipliers would support very small and even very large numbers. Earlier many researchers focused 

on design of floating point multipliers which results to many algorithms such as Booth algorithm, Vedic sutras and CSD 

algorithm. Here, modified CSD algorithm is proposed which is having lower delay i.e. higher speed in comparison with 

existing CSD algorithm due to the usage of pipeline concept. All the algorithms of floating point multiplier discussed here are 

designd using verilog HDL and targeted on Xilinx ISE 14.5 Vertex-7. 

Keywords— CSD (Canonic Signed Digit), HDL (Hardware Description Language), ISE(Integrated Synthesis Environment)  

I.  INTRODUCTION  

The world today is moving towards digitalization i.e. 

existing analog systems in all fields are upgrading to digital 

systems and upcoming systems are implementing with digital 

systems through ICs with aiming towards miniaturization in 

size, reduction in power and improving speed levels. For 

achieving these targets, designers must focus their research 

on efficient design of Digital multiplier. Because they are the 

main building blocks of any digital system, such as floating 

point multiplier. Also, floating point numbers supports very 

small numbers to a very large numbers unlike normal 

numbers. There are many algorithms available for 

implementing floating point multiplier [8-12], such as 

Conventional method, Vedic algorithm [13-15], CSD 

algorithm [1-7] and etc. Conventional method considers the 

process as we do on a paper. Although it is simple to design 

and implement but it becomes complex as size of the 

numbers increases and it is suffered with a larger delay and a 

huge resource requirement. Booth algorithm reduces number 

of partial products in a digital multiplier. The principle idea 

in this algorithm is to replace addition due to a string of ones 

with a subtraction at the right end and add a one before left 

end of string. This algorithm becomes complex as the length 

of the number increases. CSD algorithm is modified version 

of Booth algorithm, which reduces number of partial 

products further so that power consumption is said to be 

reduced. Modified CSD algorithm accelerates the speed of 

computation along with low power consumption. Section-I 

contain the introduction of floating point multiplies, Section-

II contains IEEE-754 single precision based floating 

multiplier [9] and process of conversion between fixed point 

numbers and floating point numbers using Xilinx Core-gen, 

Section-III contains existing methods of multiplication such 

as Conventional method, Vedic algorithm and existing CSD 

algorithm, Section-IV contains Modified CSD multiplication 

algorithm is discussed along with fixed point multiplier 

through Xilinx Core-gen, Section-V contains comparison of 

existing and proposed methods and Section-VI concludes the 

research work with future directions.  

II. IEEE-754 SINGLE PRECISION FLOATING 

POINT MULTIPLIER 

  

IEEE has introduced 2 standard number formats of floating 

point numbers [7]. They are IEEE-754 single precision 

floating point number and IEEE-754 double precision 

floating point number. These 2 formats contain sign bit, 

exponential bits and mantissa bits. Sign bit is a single bit in 

both formats for discriminating numbers whether signed or 

unsigned i.e. 1 for signed numbers, 0 for unsigned numbers. 

Exponential bits are 8-bits wide for single precision and 11-

bits for double precision numbers. Mantissa bits are 23-bits 
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wide for single precision and 52-bits for double precision. 

The method of floating point multiplication is decided by the 

way the mantissas are multiplied. The conventional way of 

floating point multiplication is as shown in Fig.1. A one 

added to each mantissa at LSB before giving to 

multiplication block. Sign block calculates xor of two sign 

bits to get sign bit for the result. Exponential block adds two 

exponential bits including biasing exponents before addition 

and un-biasing the exponent after addition. Multiplication 

output of 48-bits and exponential block output are given to 

normalization block which generates 23-bit resultant 

mantissa. With this final multiplication output is said to be 

produced. Normalization block checks various special cases 

involved in the FP such as not a number, infinite number, 

zero number, de-normal value, normal value, over flow.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Further, fixed point numbers multiplication can be done by 

using Xilinx Core generators. In Fig.1 fixed point 

multiplicand and multiplier numbers are given to core-gen to 

produce floating point numbers. Resultant multiplication 

output can be given to another coregent to get back fixed 

point number (which is not shown in Fig.1). Fixed point 

number contains a sign bit, variable width integer part and 

variable width fractional part. In this paper integer part width 

is taken as 10-bits and fractional part width is taken as 9-bits.    

 

III. EXISTING MULTIPLICATION ALGORITHMS 

In this section overview of existing multiplication algorithms 

are presented.  

A. Conventional method 

This is the direct method of multiplication as we do on a 

paper. Considering one bit at a time from LSB side of 

multiplier and then add shifted multiplicand to previous 

result if that bit is non-zero or no-operation otherwise. This 

process is repeated until MSB of multiplier. Here number of 

positions to be shifted depends upon the position of non-zero 

bits in the multiplier. 

     

B. Vedic  algorithm 

This paper deals with a vedic sutra, Urdhva Tiryakbhyam 

[14] for multiplying mantissas of two floating point numbers. 

Urdhva Tiryakbhyam means crosswise and vertical 

multiplication. Each and every bit of both numbers 

(mantissas) are given to crosswise and vertical 

multiplication. Vedic multiplier is said to be having efficient 

area and time delay. Thus it finds great application in DSP 

algorithms.  

 

In vedic algorithm, multiplication for any length of numbers 

can be done from multiplication of small length numbers. In 

single precision numbers, as mantissa is of 24 bits basic 

building block is of 6-bit vedic multiplication. 12-bit vedic 

multiplication can be done by using 6-bit vedic 

multiplication module, and then final 24-bit vedic 

multiplication for mantissas can be done by using 12-bit 

vedic multiplication module.  

 

C. Existing CSD algorithm 

The number of addition operations required is just one less 

than of the number of nonzero bits in the constant number. 

To reduce the number the power consumption and area, the 

constant number can be coded so that it contains minimum 

nonzero bits. This can be done by representing the number in 

canonic signed digit form. The characteristics of CSD 

representation are shown below [2]. 

 

 A CSD number doesn’t contain consecutive bits are 

nonzero. 

 The CSD number contains minimum number of 

nonzero bits, hence the name canonic. 

 The CSD representation is unique for a given 

number. 

 CSD numbers cover the range (-4/3,4/3), in which 

the values in the range [-1,1) are of great interest. 

 The number of nonzero bits in the range of [-1,1) 

for W-bit CSD numbers  is  

 Therefore CSD number contains around 33% fewer 

nonzero bits than normal numbers. 

 

The algorithm for converting binary number to CSD number 

is presented below. The binary A is represented as A= aW-

1aW-2 ….a1a0 and its CSD number is C= cW-1cW-2 ….c1c0. 

 

 
Figure 1. Block diagram for IEEE-754 single precision floating 

point multiplier along with core generator for fixed point 

number to floating point number converters. 

 

 

W/3 + 1/9 + O (2
-W

) 
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Constant multiplication can be done by subtracting or adding 

partial products corresponding to positions of the nonzero 

bits in the constant multiplier. A CSD coded multiplier 

contains minimum number of nonzero bits. Thus it requires 

least number of subtraction or addition operations.  

 

 

 

 

For an example the CSD multiplication of x X  

 

 

 

 

The  CSD multiplication of x X 0.101001 0010 00  can 

be calculated as sown in Figure .2, in which partial products 

are accumulated linearly. But, this is not that much efficient 

way of implementation w.r.t. accuracy and time computation. 

These problems can be avoided by other arrangements such 

as Horner’s rule based multiplication and tree-height 

reduction.  

 

IV. PROPOSED CSD MULTIPLICATION ALGORITHM 

In general, multiplication in CSD representation can be 

done in 2 steps, first converting the binary number of 

multiplier into CSD number followed by multiplication. In 

this paper CSD conversion process is little bit enhanced 

structurally as shown in Figure 3(a)&(b) for One Bit module 

and 4-bit module respectively. 

 

Further, CSD multiplication using floating point numbers 

is also modified as shown Fig.4 unlike that of existing CSD 

multiplication or vedic multiplication or conventional 

multiplication, mantissas are not directly given to 

multiplication block. 23-bit of mantissa is converted into  

 

        

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

CSD form with 48-bits and it is added with 2-bit of 01 at 

MSB which is equivalent to 1. Now it is of 50-bits supplied 

to Normalization block along with the output of exponential 

block to get 23-bit final mantissa. Sign bit and exponent bits 

computation remains same. With these modifications 

accuracy of the output is improved along with great 

reduction in time delay.   

 

a-1 = 0, y-1= 0,aW = aW-1 

 

for (i= 0 to W-1) 

{ 

Qi = ai xor ai-1 

yi = yi-1 and Qi 

ti = ai+1 and yi 

ci = 1- t i - ti 

} 

 

 
Figure .2 CSD multiplier using linear arrangement of 

adders [2]. 

 
(a) 

 

 
(b) 

Figure 3.(a) Logic diagram of One Bit CSD(OBCD) 

(b) Block diagram of 4-bit CSD conversion using 

OBCSD modules of (a) 
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V. SIMULATION AND SYNTHESIS RESULTS  

The Single precision floating point multiplier for the 

proposed CSD algorithms are synthesized using 

XC7VX330T device of Virtex-7 family and coded with 

Verilog HDL. Its performance parameters are compared with 

floating multiplier of conventional method, Vedic algorithm 

[13-15] and Existing CSD algorithm [1]. Table 1 shows 

power requirement, time delay, device utilization of IEEE-

754 single precision floating multipliers for various 

algorithms of conventional method, vedic algorithm, existing 

CSD algorithm and proposed CSD algorithm. From this table 

it clear that proposed CSD algorithm is better in power 

consumption and time delay as compared to remaining 

algorithms but at the cost of device usage. Even though 

existing CSD algorithm and vedic algorithm uses few 

resources they are not useful for many applications due to 

their larger delay. Conventional method may have shorter 

delay but uses more resources and hence it is not efficient for 

pipelined architectures. Xilinx core-gen can be used for 

converting fixed point numbers to floating point numbers 

and vice versa. Figure 5(a) shows simulation of fixed point 

multiplier with proposed CSD algorithm using number 

converters, Figure 5(b) shows synthesis results of floating 

point multiplier with proposed CSD algorithm. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

Figure 4. Block diagram of floating point multiplier using 

proposed CSD algorithm. 

 

Table  1. Comparison of power requirement, time delay and device utilization for conventional method, vedic algorithm, 

existing CSD algorithm and proposed CSD algorithm of IEEE-754 single precision floating point multipliers. 

 

Parameter Conventional method Vedic algorithm Existing CSD 

algorithm 

Proposed CSD 

algorithm 

Number of Slice LUTs 1304 out of 63400 

(2%) 

1886 out of 204000 

(0%) 

904 3045 out of 298600 

(1%) 

Number of fully used 

LUT FF pairs 

49 out of 1304 (4%) 0 out of 1886 (0%) ------ 48 out of 3045 (1%) 

Number of bonded IOBs 97 out of 210 

(46%) 

96 out of 600 (16%) ------ 97 out of 400 (24%) 

Total delay 5.117 ns 15.750 ns 61.2 ns 3.667 ns 

Power requirement 42.8 mw 42.8 mw 42.8 mw 18.2 mw 
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VI. CONCLUSION 

The IEEE-754 single precision floating multiplier with 

proposed CSD algorithm is synthesized on Xilinx Virtex-7 

device, used Xilinx core-gen for conversion between fixed 

point-floating point and coded in Verilog HDL. Time delay 

and power requirement of proposed algorithm are better in 

comparison with conventional method, vedic algorithm and 

existing CSD algorithm but at the cost of resource utilization. 

Although existing CSD algorithm and vedic algorithm 

occupies least resources but it is slowest. Therefore proposed 

method can be efficiently used in high speed DSP 

applications. 
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