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Abstract— In recent decades, the Apriori algorithm has emerged as a powerful tool for generating meaningful insights and 

supporting effective decision-making in data science. Traditionally a binary mining tool, Apriori is highly efficient in analysing 

transaction datasets in market basket analysis to uncover customer purchasing patterns. When applied to Likert scale datasets, 

however, it requires discretizing item attributes into binary values, which can result in significant information loss. This study 

proposes a novel mining technique called Common Question Attribute Pruning (CQAP), which enhances the standard Apriori 

algorithm by extending its capabilities to process 5-point Likert scale datasets without the need for attribute discretization, 

thereby preserving the ordinal nature of the respondents' opinions. The key innovation of this technique lies in its ability to 

represent all five points of the Likert scale within the Apriori framework, without converting them to Boolean transaction data 

(0s and 1s). The modified Apriori algorithm, termed the Extended Apriori Algorithm (Ext-AA), generates candidate sets by 

treating question-value (q,v) pairs as data points. During the candidate joining phase, any combinations with common question 

attributes are pruned. This approach introduces a new perspective on defining support count, minimum support threshold metric, 

and minimum confidence threshold metric, which helps in filtering out infrequent candidate sets and the determination of the 

strength of the association rules derived from the sample dataset. In experimental evaluations on sample datasets, the Ext-AA 

produced 8 strong rules, whereas the standard Apriori algorithm generated 135 rules which is 89.63% rule reduction after 

pruning. These results demonstrate the superior performance potential of CQAP technique against the state of art Apriori 

algorithm on the evaluated sample datasets. 
 

Keywords— Apriori; Pruning; Likert scale; Questionnaire; Candidate-set; Itemset; Support; Confidence. 

 
 

1. Introduction 
 

Data mining involves the extraction and analysis of large 

datasets from various application areas to uncover useful 

patterns and relationships, aiding in effective decision-

making [1]. In today's era of big data and information 

technology, vast amounts of data are generated by business 

organizations, government activities, financial institutions, 

healthcare systems, and more. Processing such extensive data 

manually within a limited time frame is impractical for 

efficient decision-making [2][3]. Therefore, it is essential to 

employ efficient data mining techniques to analyze, classify, 

and summarize these datasets, to reveal the hidden patterns 

and relationships that facilitate meaningful decisions [4]. The 

primary challenge lies in selecting appropriate mining tools 

for specific datasets. Utilizing the right set of tools for data 

mining should yield accurate results while maintaining the 

integrity of the mining process [5][6]. Discovering 

relationships among data in large databases, such as sales 

transactions, is crucial for organizations because the 

associations and connections among data values which 

provides significant business value [7]. Apriori algorithm is 

the conventional mining tool for association rules discovery 

[8][9]. It is categorized as unsupervised learning technique 

proposed by Agrawal in 1993 for market basket analysis, 

specifically for observing customer purchasing patterns and 

behavior mostly in market basket analysis [10]. Over time, 

AR has been widely adopted in various research areas 

including image processing, customer relationship 

management, aviation mining [11][12][42], text mining, 

information visualization, educational mining, and air 

pollution mining [13]. The Apriori extracts meaningful 

information from data warehouses or databases by identifying 

items which are frequent and generating candidate itemsets to 

produce association rules using minimum support and 

confidence measure [14][15]. The effectiveness of these 

measures significantly impacts the generation of association 

rules [16]. Strong rule is that rule whose confidence value is 

at least the value of the minimum confidence [17]. 

Association rule mining (ARM) focus on unveiling the 
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associations or correlations among items in a large 

transactional database [42]. This process can investigate 

various attitudes and perceptions by exploring factors 

responsible for changes in human perception. Attitudes can 

be measured using the Likert scale, a psychometric tool used 

for assessing behavioral perceptions or ideas within a given 

research domain. The Likert scale, a prevalent tool for 

surveying human attitudes, is used to gather responses on 

specific questions or related problems such as societal service 

levels, healthcare services, and customer satisfaction [18]. 

Developed by Rensis Likert, this scale quantifies respondents' 

attitudes by rating their level of agreement with given 

statements [19][20][21]. It enables researchers to investigate 

both qualitatively and quantitatively the opinions or 

perceptions of respondents. Typically, respondents have 

ranges of choice to be selected to express their agreement or 

disagreement level on a 5-points or 7-points scale, which 

ranges from “strongly agree” to “strongly disagree”, 

depending on the researchers' design [22]. Despite its 

widespread use and advantages, the Likert scale has 

analytical limitations, primarily due to its qualitative nature 

[23][24]. To enhance analytical possibilities, it is often 

combined with other data mining tools [25]. However, this 

paper presents an enhanced Apriori algorithm designed to 

mine Likert scale data without the need for discretizing its 

values into Boolean form. Traditional discretization can result 

in a loss of detail in respondents' perceptions, as it reduces 

their nuanced opinions to binary values [26]. Our proposed 

approach maintains the integrity of the original responses, 

preserving the full spectrum of opinions from 'strongly 

disagree' to 'strongly agree' [27] This new technique, which 

we call Common Question Attribute Pruning (CQAP), 

extends the Apriori algorithm to handle the full range of 

Likert scale responses, ensuring that the richness of the data 

is retained and more meaningful association rules are 

generated. 

 

The remaining sections of this article are presented as 

follows, Section 1 comprises the introduction of association 

rule mining as used in data mining, Section 2 focused on the 

review of the related work, while Section 3 discussed the 

research methodology and the pseudo-codes of the proposed 

Ex-AA. Section 4 presents results obtained from the 

association rules generated, and finally, Section 5 presents the 

concluding part of the research work with possible future 

directions. 

 

2. Related Work  
 

Data mining is a technique used to extract meaningful 

knowledge from extensive database [41]. The technique 

involves searching, analysing, and evaluating large datasets to 

uncover new patterns and relationships, ultimately aiding in 

knowledge acquisition and informed decision making. The 

knowledge derived from data mining should meet three key 

criteria: accuracy, comprehensibility, and interestingness. By 

identifying the most relevant patterns, data mining extracts 

meaningful ideas/information from voluminous data stored in 

web repository, databases, data warehouses, web repositories, 

and dynamic data streams [28]. The primary objective of data 

mining involves transforming voluminous data to actionable 

knowledge. This process involves several steps, including 

data preprocessing, data cleaning, and pattern discovery using 

various algorithms and techniques. The discovered patterns 

can then be used to support meaningful and decisive analysis 

in various research domains such as finance, business, 

healthcare, and many more [29]. Data mining serves as a 

critical tool in the era of big data, enabling organizations to 

leverage their data for strategic advantage. The effective use 

of data mining can lead to improved operational efficiency, 

better customer insights, and enhanced overall performance 

[30]. 

 

Apriori algorithm was applied to mine students' scores from 

an entrance examination in the English section, using 

Gardner’s attitude test battery questionnaire model. This 

study employed a 6-point Likert scale questionnaire with 25 

multiple-choice questions and included 520 students in the 

survey. The questionnaire attributes were first discretised and 

then converted to binary values (0-1). The results revealed 15 

significant association rules based on the given minimum 

confidence value. These studies illustrate the versatility of the 

Apriori algorithm in different contexts, from predicting cyber 

scam vulnerability to analysing educational performance, 

while also highlighting the challenges of discretising Likert 

scale data for effective rule mining [31]. 

 

Association analysis was conducted on Masters in Computer 

Application (MCA) students to determine the courses 

required for the MCA program in [32]. The dataset used 

comprised 57 instances with two types of attributes: 

conditional attributes representing courses offered, and 

decision attributes representing the class of degree. The 

conditional attributes were discretised into nine grades, while 

the decision attributes were discretised into six grades, both 

over a range of 0-100 marks. The mining algorithm did not 

specify the minimum support but instead specified the 

number of desired rules. Results showed that 18 interesting 

rules were generated, highlighting the importance of a sound 

knowledge of programming courses for students enrolling in 

the MCA program. 

 

In prior research [33], an enhanced version of the Apriori-

Gen algorithm was employed to analyse a questionnaire 

consisting of 47 questions related to environmental, learner, 

and teacher factors. Preceding association analysis, the 

questionnaire data was discretized into transactional data. The 

algorithm was utilized to assess the efficacy of conceptual 

and political courses within universities by correlating 

questionnaire responses. Parameters such as support value 

and confidence coefficient were set as 0.2 and 0.9 

respectively, to derive relevant rules for correlating teacher, 

student, and environmental factors. The analysis yielded 

approximately 160,000 rules, considered unwieldy for 

practical use, prompting a reduction to 75 effective rules. 

These rules were identified as instrumental in enhancing 

university courses.  

 

A combined row-wise generation technique was used in [1] to 

eliminate unnecessary itemsets by some researchers. Their 
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technique employed all frequent itemsets in each transaction 

row to generate possible combinations of items. A minimum 

support threshold (MST) was adopted to find minimum 

support without user specification, the threshold was 

calculated as the average of the minimum and maximum 

frequent itemsets in the transaction database 

. The results revealed that the 

association rules generated were based on the most frequent 

itemsets in the dataset.  

 

A romance scam prediction model was proposed in [34] using 

Routine Activity Theory (RAT) and Apriori algorithm to 

identify the major factors contributing to cyber romance 

scams in Malaysia. The study utilized Likert scale data, with 

attributes such as marital status, age, education level, monthly 

income, computer skills, and cyber-fraud awareness. The 

experiment was experimented on Waikato Environment for 

Knowledge Analysis (WEKA) tool, 0.1 was specified as 

support threshold value and 1.0 was specified as the 

confidence threshold value for extracting association rules. 

Results indicated that individuals aged 25-45 years were 

particularly vulnerable to cyber romance crimes. 

Additionally, the result also revealed that, those with non-

income and lacking computer skills were more likely to fall 

victim to these scams. 

 

In another study [35], student performance was predicted 

using the Apriori algorithm to uncover hidden patterns within 

academic data. The investigation focused on 15 instances and 

5 attributes, including attendance, lab work, class test grades, 

assignments, and last semester grades. Attributes were 

formatted accordingly for mining purposes, and association 

analyses revealed nuanced insights into student performance. 

Notably, the study found that attendance had the least impact 

on student performance compared to other factors, with only 

13% of students with good attendance achieving an A grade. 

Association rule mining was developed in [36] for analysing 

the financial mathematics subject with the objective of 

identifying various factors affecting students' performance. 

The dataset contained 273 instances presented with a 5-point 

Likert scale questionnaire to capture respondents' opinions. 

The students' responses were generated across 18 different 

courses, classified as independent (other mathematical 

courses) variables against the dependent (financial 

mathematics course) variables. The 5-scaled attributes were 

converted to binary attributes using Apriori algorithm, with 

each attribute set as a single factor for the mining process. 

The minimum support threshold was set to 0.02 to reveal rare 

rules. This resulted in 62 rules, showing associations between 

the attributes and the dependent variables. The accuracy and 

strength of each relationship were determined based on the 

predefined minimum confidence and lift values. 

 

In [37], spatial heterogeneity was considered as an aspect of 

environmental heterogeneity in participants' visual landscape 

preferences. The approach aimed to find consensus on 

perceptual parameters of different landscape character types 

influencing participants' visual preferences using a 5-point 

Likert scale questionnaire. For determining visual landscape 

preferences, 243 photographs were scored with a 5-point 

Likert scale by five landscape architects. Frequent itemsets 

and candidate sets were generated based on the minimum 

support constraint. The study found that landscapes such as 

lakes, forests, natural vegetation, wildlife, road landscapes, 

and historical structures deserved more protection and had 

higher visual preferences based on the association rules 

generated by the minimum confidence constraint.  

 

While previous research has effectively utilized the Apriori 

algorithm on Likert scale datasets to generate association 

rules, necessitating a preprocessing step of discretization, 

however, our study proposes a novel approach. We introduce 

a methodology to directly mine Likert scale datasets without 

the need for discretization, thereby streamlining the analysis 

process [22]. 

 

3. Theory/Calculation 
 

In ordinal Likert mining, respondents' perspectives were 

assessed through the questionnaires, and are quantified using 

5-scaled points, from "Strongly agree" (5) to "Strongly 

Disagree" (1). However, the Likert scale responses are 

translated into data points, which are then represented in an 

Apriori Table 1. Let a questionnaire be crafted and 

administered to a group of respondents, denoted as R, 

comprising a finite set of questions, Q, each with options 

scaled on a 5-point Likert scale (V). A relational data table, 

referred to as DB, is structured to accommodate responses 

from all respondents, which formed a dataset which is 

suitable for association rules mining within Q. Each entry in 

the relational data table DB is represented in Equation 1 as a 

tuple, denoted as , depicted as  

 

                        (1)  

 

where  signifies the i
th

 respondent tuple. Here,  

denotes the set of questions within the questionnaire, and 

 represents the Likert point corresponding to each 

respondent for a given question. The tuple  signifies 

an atomic value within tuple . For instance, Table 1 presents 

a hypothetical dataset extracted from a questionnaire 

comprising 7 questions and 8 respondents, each rated on a 5-

point Likert scale .  
 

Table 1: Sample Data 

R. 
       

 

N Â Â  N A Â S 

 

S Â S Ŝ N Ŝ S 

 

A N S A Â Â A 

 

Â Ŝ A N N Ŝ N 

 

Â N N A Â Â A 

 

A S Â A A Â S 

 

N A Ŝ N Â Â S 

 

N A Â A A N N 

 

The keys for the Likert scale are defined in Table 2 [38], 

quantifying each respondent's response as a Likert value V, 

ranging from 1 to 5, alongside their corresponding keys. 
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Table 2: Likert Scale Keys 

Likert Scale Symbol Value 

Strongly Agree S 5 

Agree A 4 

Neutral N 3 

Disagree Â 2 

Strongly Disagree Ŝ 1 

 

3.1 PROBLEM DEFINITIONS  

In order to effectively represent the 5-point Likert scale on 

the Apriori table, the following definitions were introduced: 

Definition 1: Let  denote the set of all respondents, 

 denote the set of all questions, and  denote the 

set of all Likert scale points corresponding to each question in 

Q. We define the information function in Equation 2 and 3 as 

follows; 

                                                                 
 (2) 

such that 

( , )i j kr q v                                                         

 (3) 

where ,  and  
 

Table 3: Likert Points Representation 

   R. 
       

  3 2 2 3 4 
  

    5 2 5 1 3 
  

    4 3 5 4 2 
  

    2 1 4 3 3 
  

    2 3 3 4 2 
  

    4 5 2 4 4 
  

    3 4 1 3 2 
  

    3 4 2 4 4 
  

 

This function assigns an encoded Likert response (an integer 

between 1 and 5, inclusive) to a respondent for a given 

question. This is helpful in populating Table 3, where the 

sample data from Table 1 is translated into Likert key values 

based on Definition 1. These information functions are then 

depicted in Table 3. Additionally, Table 4 represents the 

Likert values selected by individual respondents for each 

question, providing a comprehensive view of the Likert scale 

responses. 

 
Table 4: Data point on Apriori table 

  R                        
  

 

       

 

       

 

       

 

       

 

       

 

       

 

       

 

       

Definition 2: Let  represent the set of non-empty 

with Likert values   for question . Formally 

in Equation 4 as, 

 ( , ) ( , ),
j k j kj q v k q vv V                 (4) 

Note that there is total agreement among respondents if 

 and a total disagreement among respondents if 

 

Example 1:  

  

 

 

 

 
This definition establishes the concept of   as the set of non-

empty  for each question , illustrating the presence 

and diversity of Likert scale responses among respondents. 

Definition 3: Let  where   and   

We define the set  that contains all respondents who 

responded with Likert value  for question  as shown in 

Equation 5 as; 

     

 (5) 

Examples 2: 

, 

 The respondents  and  all responded NEUTRAL to 

question 1.  

Likewise, 

  

This shows that respondents  and  all responded 

AGREE to question 4. 

Definition 4: A support count (Sc) is defined in Equation 6 as 

the number of respondents who responded with Likert value 

 for question  such that; 

                   

 (6)      

Examples 3:  

For instance, the support count  for is expressed 

as follows; 

 
Similarly, when : 

  

    

Additionally, when  consists of two or more itemsets, such 

as , then the support count is the number of 

respondents of the intersection of the itemsets:  

(3,2)(7,5) 1 6 ((3,2),(7,5)) 1 6( ) ( , ) { , } 2cS R r r r r     

 

4. Experimental Method 

 

This section describes the procedural steps taken in 

formulating the proposed algorithm, Extended Apriori 

Algorithm (Ext-AA). The framework involves a collection of 

questionnaires sourced from diverse respondents, which are 

stored subsequently in a central data warehouse as discussed 
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in the previous section. The pruning phase of the Ext-AA 

framework employs a fundamental technique known as 

Common Question Attribute Pruning (CQAP), aimed at 

generating candidate item sets. Subsequently, the association 

rules segment utilizes newly defined support and confidence 

measures to derive robust and reasonable rules, thereby 

assessing the strength of each rule. The pseudo code in 

Algorithm 1, 

 
outlines the Extended Apriori Algorithm (Ext-AA) for mining 

association rules from a 5-points Likert dataset. It starts by 

reading user responses and transforming them into a data 

structure dpt_Apr. Then, it iteratively generates candidate 

itemsets Ck and prunes them using the Common Question 

Attribute Pruning (CQAP) technique. Frequent itemsets 

satisfying the minimum support threshold are retained, and 

the process continues until all frequent item sets are 

generated. Finally, the Ext-AA returns the association rules 

derived from the frequent itemsets. 
 

4.1 CQAP Technique 
Common Question Attribute Pruning (CQAP) is a new 

approach designed specifically for Likert dataset for 

generating candidate itemsets on Apriori-like algorithm. 

Algorithm 2 outlines the Common Question Attribute 

Pruning (CQAP) approach, designed for Likert datasets, to 

generate candidate itemsets in an Apriori-like algorithm. It 

comprises three phases: support count, frequent item pruning, 

and joining phase [39]. The algorithm initializes data 

structures and calculates support counts for each item. It then 

iterates through the data to produce set of candidate items for 

the subsequent iteration. The joining phase prunes common 

question attributes and performs the joining operation on the 

frequent itemsets. 

The resulting candidate sets are returned for further 

processing. At line 15 a procedure getFreq is called in order 

to generate the k+1 candidate sets for next iteration. The 

joining is called at line 16 which checks and prunes the 

common question attributes before performing the joining 

operations on Lk to itself. The joining procedure returns Ck+1 

at line 20 to line 28. 

 

 
 

4.2 Illustrative steps for the proposed Ext-AA 

Step 1: Generating the Candidate itemset and Support. 

To generate the candidate itemset  and the support count 

 of each data point , scan through Table 4 using 

Definition 4. This involves determining all the possible data 

points  with their corresponding . Each  is called the 

candidate set  and is represented in Table 5. 

 

The process can be outlined as follows: 

1. Scan through Table 4: Iterate through each 

respondent's responses to identify all unique 

question-Likert value pairs . 

2. Apply Definition 4: For each identified pair 

count the number of respondents who 

selected this particular Likert value for the given 

question. This count is the support count . 

3. Generate Candidate Set : Compile all unique 

pairs into a list, where each pair is 
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associated with its support count . This list forms 

the candidate set . 

4. Populate Table 5: Record each unique pair 

along with its support count  in Table 5. 

 

Example 4: 
Suppose Table 4 contains responses for 7 questions from 8 

respondents. By applying Definition 4, you might find pairs 

such as: 

 with a support count of 3 

  with a support count of 2 

 with a support count of 3 

 

These pairs will be listed in Table 5 along with their 

respective support counts, forming the candidate set , as 

shown in Algorithm 3. 

 

 
 

The support count of each item in  from Algorithm 3 are 

presented in Table 5. By following these steps, the candidate 

set  and their corresponding support counts  are 

generated and recorded, providing the foundation for further 

analysis and pruning in the subsequent steps.  

 
Table 5: C1 Candidate 

 

Step 2: Generating  by from the Candidate Set  

To generate , the candidate set  is prune with respect to 

the threshold value. The support count  of each data point 

 in  is compared against the specified minimum support. 

Let’s set the minimum support Supmin to 2. This implies that 

the support threshold is calculated as follows: 

 

  

 

Pruning Process: 

1. Compare Support Counts: For each candidate , check 

if the support count  is greater than or equal Supmin. 

2. Select Frequent Items:  Candidates with  are 

selected. The candidates form the frequent itemset  

3. Populate Table 6: Record the pruned candidates and their 

support counts in Table 6 which represents . 

 
Table 6: itemset 

 

   
 

  

 

2  
 

4 

 

3  
 

3 

 

2  
 

2 

 

2  
 

3 

 

2  
 

2 

 

2  
 

5 

 

3  
 

2 

 

2  
 

2 

 

3  
 

4 

 

Definition 5: Let  and   be a joining function defined 

on a set of candidates  such that  where  

 and for all  then 

, if and only if for all , as shown in 

Equation 7 and 8. 

      

 (7) 

is joinable.    

 (8) 

Where denote uncommon question attribute of  and 

 respectively. 

 

Step 3: Generation of  

The  candidate set is generated by joining  candidate set 

to itself (i.e., . This joining process involves 

two major cases: 

 

Case 1: No Common Question Attribute joining: Based on 

definition 5, some candidates in will not be joined if they 

consist of common question attribute.  For instance, if one 

respondent selects  for  and another respondent 

selects  for same , then,  

       

 

For the same question   having two different Likert point 

 and  in the same column, are impermissible to 

join. Therefore, by Definition 5, some of the  candidates set 

(consisting of the same question on the same column) are 

    

 

2 
 

2 

 

3 
 

1 

 

2 
 

3 

 

1 
 

4 

 

1 
 

3 

 

2 
 

2 

 

2 
 

3 

 

2 
 

2 

 

1 
 

5 

 

1 
 

1 

 

3 
 

2 

 

1 
 

2 

 

1 
 

4 
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pruned before generating the  candidate set in the joining 

process. This approach helps in saving time by avoiding the 

generation of irrelevant itemsets that may not be frequent in 

subsequent steps.  

 

Case 2: Apriori Monotonic Principle: The second case 

relies on the Apriori monotonic principle, which states that if 

a subset is infrequent, then its superset is also infrequent. 

Based on this principle, all infrequent data points in the 

Apriori Table 4 are pruned. The table size is reduced and 

updated, as shown in Table 7. These cases were introduced to 

reduce the size of the database and to generate a smaller 

number of candidate sets (relevant candidate sets) whose Sc 

value is at least the given . Since no Common 

Question Attribute of two or more data points are allowed to 

be joined together based on definition 5, Table 8 shows C2 

candidate set which involves only a set of uncommon 

question attribute and frequent itemset. In Table 7, the 

following are some of the datapoints  that qualified 

to generate 
2C ; 

(1,2) (2,2) (1,2) (2,3) (1,2) (2,4) (1,2) (3,2)

(1,2) (3,5) (1,2) (4,3) (1,2) (4,4) (1,2) (5,2)

(1,2) (5,3) (1,2) (5,4)

{ , },{ , },{ , },{ , }

{ , },{ , },{ , },{ , }

{ , },{ , }.

       

       

   

    

However, the following data points (2,2) (2,4) (3,2), ,     

 cannot be joined with  because they do 

not exist in rows  and  which contain  in the updated 

Table 7. 

 
Table 7: Updated Apriori Table for  Candidate set 

                        

 

       

  

  

 

   

 

       

 

 

  

    

 

  

 

    

 

 

 

     

 

  

 

    

 

     

 

 

Furthermore, based on these cases stated above,  

 candidates set were generated, as shown in Table 

8. 

 
Table 8:  -Candidate set 

-candidate  
 

-candidate  
 

-candidate 
 

 

1 
 

1 
 

2 

 

1 
 

1 
 

1 

 

1 
 

2 
 

1 

 

1 
 

1 
 

1 

 

1 
 

1 
 

1 

 

1 
 

2 
 

1 

 

1 
 

1 
 

1 

 

1 
 

1 
 

1 

 

1 
 

1 
 

1 

 

1 
 

1 
 

1 

 

2 
 

1 
 

2 

 

2 
 

1 
 

3 

 

2 
 

1 
 

2 

 

1 
 

1 
 

1 

 

1 
 

1 
 

2 

 

2 
 

2 
 

1 

 

2 
 

1 
 

1 

 

1 
 

2 
 

1 

 

2 
 

2 
 

2 

 

1 
 

2 
 

1 

 

Step 4:  Generate L2 itemset from Table 8 by pruning the C2 -

candidate set whose support count (Sc < 2) is less than the 

minimum support value. Therefore, L2 itemset are the list of 

frequent itemset in C2 -candidate set as shown in Table 9.  

 

Step 5: However, based on cases stated in step 3, the L2 

itemset in Table 9 was joined   to itself and 25 -

candidates set were generated of which only 10 -candidates 

were frequent to make  itemset as shown in Table 10.  

 

Step 6: To generate  candidate set from Table 10, repeat 

step 5 (i.e., ) on  itemset. The Table 11 depicts 8 

-candidates generated after the joining process.  

 

Step 7: Repeat step 4 to determine  itemset from Table 11. 

Out of 8 -candidates generated, only 1of its candidate is 

frequent to generate  itemset as shown in Table 12. 

Therefore, {  itemset is the only 

frequent item in  required to generate association rules for 

the sample data. 

 
Table 9:  Itemset 

  candidate  
 

   candidate 
 

 

2  
 

2 

 

2  
 

2 

 

2  
 

2 

 

2  
 

2 

 

2  
 

2 

 

2  
 

2 

 

2  
 

3 

 

2  
 

2 

 

2  
 

3 

 

2  
 

2 

 

2  
 

2 

 

2  
 

2 

 

2  
 

2 

 

2  
 

2 

 

3  
 

3 

 

Table 10:  Candidate Set 

  

 

2 

 

2 

 

2 
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2 

 

2 

 

2 

 

2 

 

2 

 

2 

 

2 

 

Table 11:  Candidate set 

  
 

 

1 

 

1 

 

1 

 

1 

 

2 

 

1 

 

1 

 

1 

 

Table 12:  itemset 

 itemset Sc 

 

2 

 

4.2 Association Rule Generation 

In data mining, Association rules generation is the final step 

which reveals the relationships between the data attributes in 

a particular research domain. Likert scale dataset have been 

successfully mined on Ext-AA thereby extending the capacity 

of the Apriori from binary mining process to 5-point scale 

value mining using CQAP technique. However, from Table 

12, only one -itemset is generated for the required 

association rules. The -item 

comprises of 14 proper subsets which represent the 

association rules generated.  The followings are the proper 

subset of  

(3,2) (5,4) (6,2) (7,5) (3,2) (5,4) (6,2)

(7,5) (3,2) (5,4) (3,2) (6,2) (3,2) (7,5) (5,4)

(6,2) (5,4) (7,5) (6,2) (7,5) (3,2) (5,4) (6,2)

(3,2
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 ) (5,4) (7,5) (5,4) (6,2) (7,5) (3,2) (6,2) (7,5), , ), ( , , ), ( , , )}.       

 

 

Definition 6: Let  be a set of respondents in the database, 

 be a set of questions, with its corresponding Likert 

value   of 5-points scale such that  We define support 

 in Equation 9 and 10 as follows; 

1
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where  and  is the Likert’ response 

value to a question  for each pair .  

 

Therefore, 

(3,2) (4,4) (5,4)

(3,2) (4,4) (5,4)

2
( , )

8 8

25%

Sup
  

    



 

 

Definition 7: Let  be an antecedent question-value 

pair such that,  and   be a consequent 

question-value pair such that, , with their 

corresponding Likert value  of 5-points such that  

We define confidence, (Conf.) in Equation 11 and 12 as;                    
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Where  

 

Therefore, from definition 6 and definition 7, the L4 itemset 

generates 14 distinctive rules in which the strength of 

individual rule generated was determined by the specified 

minimum confidence value (70%). The following rules are 

some of the 14 rules computed; 

 

Rule a:  

 

 

 (3,2) (5,4) (6,2) (7,5)
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Rule b:  

 

 

 (5,4) (6,2) (3,2) (7,5)

(3,2) (5,4) (6,2) (7,5)

(5,4) (6,2)

( , ) ( , )

( , , , ) 2
= =1.00=100%   

( , ) 2

Conf

Sup

Sup

   

   

 




 

 

Rule c:  
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5. Results and Discussion 
 

In association rule mining, the generation of numerous rules 

is a common outcome; however, not all of these rules are 

relevant or useful for decision-making [45]. To address this 

issue, a minimum confidence (Confmin) was employed to 

identify and retain only the strongest rules. This threshold 

serves as a pruning mechanism, filtering out rules that do not 

meet the user-specified confidence level. For the purpose of 

this study, the Confmin was set to 70%, meaning that any rule 

with a confidence lower than this threshold was discarded, 

while those with a confidence of 70% or higher were 

considered strong and retained for further analysis. 

 

Table 13 illustrates the set of rules generated by the L3 

itemset, where each rule's support count meets or exceeds the 

specified minimum support (Supmin) of 2. The confidence 

levels of these rules were compared against the Confmin 

threshold, and only the rules that met or exceeded 70% 

confidence were considered significant. 

 

Due to the binary nature of the standard Apriori algorithm, it 

was necessary to preprocess the sample data by discretizing 

and converting it into a transaction dataset before applying 

the algorithm in the existing research in [44]. The standard 

Apriori algorithm operates using binary values: 0 indicates an 

item was not purchased, while 1 indicates that it was 

purchased. To align the 5-point Likert scale data with this 

binary framework, a min-max normalization technique was 

employed. This technique scaled the dataset so that all values 

fell within the range [0, 1], where 0 represents the average 

mean and 1 represents the standard deviation. Following this 

normalization, data points with values below 0.5 were coded 

as 0, and those with values of 0.5 or higher were coded as 1. 

This conversion effectively transformed the Likert scale data 

into a transactional format suitable for analysis by the Apriori 

algorithm. A coded value of 0 indicated a negative response 

from the respondent, while a coded value of 1 indicated a 

positive response. 

 

The application of the standard Apriori algorithm to this 

binary dataset resulted in the generation of 135 rules, as 

shown in Table 13. In contrast, the proposed Extended 

Apriori Algorithm (Ext-AA) generated only 14 rules, as 

shown in Table 14. Remarkably, 8 of these rules 

demonstrated a confidence level of 1.00, indicating their 

robustness and reliability. The significant reduction in the 

number of rules generated by Ext-AA compared to the 

standard Apriori highlights its efficiency in identifying only 

the most relevant and strong rules, thus reducing the 

complexity and enhancing the interpretability of the results.  

 

This comparison highlights the effectiveness of the Ext-AA in 

focusing on the most meaningful patterns within the data, 

making it a more powerful tool for association rule mining, 

particularly in cases where the dataset involves ordinal data 

like the Likert scale. The application of the Ext-AA not only 

streamlined the rule generation process but also ensured that 

the strongest and most reliable rules were identified, 

facilitating more accurate and actionable insights.  

Rule 4:  with . This 

rule means that 62.5% of Respondents who respond 

POSITIVE to   have 83.3% confidence to respond 

POSITIVE to . 

 

Rule 133:  with 

. This rule means that 25% of Respondents who 

respond POSITIVE to   and  have 100% confidence to 

respond POSITIVE to . However, based on the 

specified  value which is 70%, only 8 rules out of 14 

rules generated met the minimum confidence value and were 

considered as the strongest rules  

To interpret the rules generated by the proposed Ex-AA as 

shown in Table 14, some of the strongest rules are 

represented as follow;  

 

Rule 7:  with 

. This rule means that 25% of Respondents who 

DISAGREE to Q3 and STRONGLY AGREE to Q7 will have 

100% confidence to Agree to Q5 and DISAGREE to Q6.  

 

Rule 13: with                     

. This rule means that 25% of Respondents who 

AGREE to , DISAGREE to  and STRONGLY AGREE 

to  will have 100% confidence to DISAGREE to . 
 

Table 13: Association rules measurement of the standard Apriori [44] 

S/No. antecedent consequent support confidence 

0 (1) (7) 0.375 1.0000 

1 (4) (2) 0.625 1.0000 

2 (2) (4) 0.625 0.7143 

3 (6) (2) 0.625 1.0000 

4 (2) (6) 0.625 0.8333 

... ... ... ... ... 

133 (6, 3) (4, 2, 7) 0.250 1.0000 

134 (3, 2) (6, 4, 7) 0.250 1.0000 

 

Finally, the performance of the proposed Ext-AA was 

compared against the enhanced Apriori in [44], the Table 15 

depicts the comparative analysis of the performance of the 

standard Apriori algorithm and the proposed Extended 

Apriori Algorithm (Ext-AA) across several key metrics. The 

Apriori algorithm generates 134 rules, while the Ext-AA 

produces only 14 which is 89.63% reduction, this 

demonstrates a significant reduction in the number of rules 

generated which enhance interpretability, and also highlights 

the efficiency of Ext-AA in focusing on the most relevant 

patterns. The Apriori algorithm operates on a binary scale 

(Yes = 1, No = 0), whereas Ext-AA retains the ordinal nature 
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of the data, handling a 5-point Likert scale ranging from 

Strongly Agree (5) to Strongly Disagree (1). richness of the 

original data and generating more meaningful insights. Both 

algorithms used the same minimum support (Supmin = 2) and 

minimum confidence (Confmin = 70%), but Ext-AA's ability 

to process ordinal data makes it more effective in preserving 

the richness of the original data and generating more 

meaningful insights. 

 
Table 14: Association rules measurement of the proposed Ext-AA 

S/N antecedents consequents confidence 

1. 
  

0.667 

2.             

0.667 

3. 
  

0.400 

4. 
  

0.500 

5. 
  

0.667 

6. 
  

1.000 

7. 
  

1.000 

8. 
  

1.000 

9. 
  

1.000 

10. 
  

0.667 

11. 
  

1.000 

12. 
  

1.000 

13. 
  

1.000 

14. 
  

1.000 

 

6. Conclusion and Future Scope  
 

In this study, we have introduced the Common Question 

Attribute Pruning (CQAP) technique within the Apriori 

algorithm framework for mining 5-point Likert scale data. 

This approach aims to generate a smaller and more 

meaningful set of candidate itemsets with the corresponding 

association rules. The proposed CQAP technique extends the 

standard Apriori algorithm by directly accommodating 5-

point Likert scale data, thus avoiding the need for 

discretization into traditional Boolean data (0s and 1s). We 

have redefined the support and confidence measures to better 

determine the strongest association rules for Likert data. 

 

Our demonstration on a sample dataset shows the 

effectiveness of the CQAP technique in Ext-AA, which 

maintains the generality of respondents’ perceptions without 

the need for discretization. The results indicate that the 

proposed Ext-AA algorithm reduced rules generated by 

89.63%, this highlight how easy the rules can be interpreted 

compared to the standard Apriori algorithm, which primarily 

focus on only positive responses. This substantial reduction in 

the number of rules highlights the efficiency of the Ext-AA 

algorithm in accurately and effectively representing 

respondents' opinions or perceptions within a research 

domain. In future work, the joining phase will be optimized 

by using column-wise itemset merging technique which was 

presented in [22] and adaptive minimum support threshold 

technique will be adopted as presented in [43] to determine 

the optimal minimum support threshold value for the mining 

procedure in order to strike the balance between rule’s 

specificity and generality in a research domain. 
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