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Abstract: In this article, we introduce a new two parametric generalized uncertainty measure based on order statistics and also
its residual version. Some general expressions of this proposed measure corresponding to particular probability distributions
are derived. Finally, we study a lower bound for the proposed dynamic measure.
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l. INTRODUCTION

Shannon’s [8] entropy is a significant concept introduced
in information theory. It plays a decisive role in areas of
engineering and physics as a measure of complexity and
uncertainty in order to define and control many chaotic
systems. The basic uncertainty measure is defined by
Shannon for random variable (r.v.) W as,

o

HW)= —I f(w)log f(w)du = —E[log f (w)]
0
(1.2)

where f (w)is the probability density function (pdf).
Assume that W,,W,,...,W, be a random sample from a
distribution function (cdf) F(w)with pdf f(w). By
arranging W, ,W,,...,W, from the lowest to highest, the
order statistics of the sample is defined as
Wy, <W,,, <...<W,,,. The density of K" order
statistics [1] is given by,

_ 1 = n—k
fin ()= 5y e W) = ) ()
(12)

where

B(U,V): T'ul'v

I(u+v)
Order statistics finds its application in the wide range of
real world problems like robust statistical estimation,
detection of outliers [3], description of probability
distribution of record values and order statistics [2], case-
study of censored samples. Attributes of information
pertaining to order statistics that are based on Kullback-
Leibler [7] and Shannon entropy [8] and measure using
probability integral transformation have been thoroughly
investigated by Ebrahimi etal [6]. Two parametric
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generalized entropy, the Verma entropy [10] and [9]
studied in context with order statistics. Various
abstractions of Shannon’s entropy [8] are present in the
literature of information theory. There is a scope to further
generalize the measure (1.1) in many ways and
accordingly in this paper a new generalized Information
measure is proposed.

In section Il, we tend to specific generalized entropy of
K" order statistics in terms of the generalized entropy of
K " order statistics of exponential distribution and study a
number of its properties. Section Ill, provide lower bound
for entropy of order statistics. In section IV, we tend to
derive an associate expression for residual generalized
entropy of order statistics using residual generalized
entropy for uniform distribution. In section V, some
characterized results are analyzed for the generalized
residual entropy of the proposed measure.

Il. ANEW TWO PARAMETRIC GENERALIZED
ENTROPY OF ORDER STATISTICS

Presume W be a continuous r.v. with pdf f(w)and cdf
F(w), then the entropy of the type (6,¢) of the r.v. W is
given by,
b ey
H =——log| f?(w)dw
0 W) =55 g! )

V¢=>1 0+¢, 0<O0<¢ (2.1)
where
limH 5, (W)=H ,(W)=—"log[ f “(w)dw s the
=1 1-0 ¢
Renyi’s entropy
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! T i th
and_tim HosW) -([f(W)k)g f(w)d w is e

Shannon entropy.
Using the substitution, V = F(w) in (2.1) where V has a
standard uniform distribution. LetV,,V,,...V, be a random

sample from a uniform distribution [0,1] with the order
statistics z; <z, <...<z,, then z,, k=12,....n has a beta
distribution with pdf,

where
1

B(u,v):jy“—l(l_y)vfldy, u>0,v>0follows a beta
0

distribution with U and V as parameters.
Now the generalized entropy of W,., is represented as,

Ho,W)=— 02 Iogj' fa‘l(,:—l(v))dv

(2.3)

Table No.1: The expressions of GE for some lifetime
distributions

Distribution f(W) HM(W)
Uniform 1 log(b—a)
b-a
a<w<b
Exponential Je~ W g
i log (2458
$—0 o
w>0
A>0
Gamma 1wt
—e™Mu n_o
o b 1oy [7 s J
$—0 01 0.4
9 4 “
(577w
O<w<oo
>0
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Pareto 0 J l[ B

Weibull 1 _[Mj s p
2
Ie 50 log 7

Lomax 1)

$-0 (Z(a)all)uj

Theorem 2.1: The new two parametric generalized
entropy of W,., can be defined as,

H6,¢(Wk:n):H6,¢(zk)
0
—eiiqjlogEgk f"’l(F’l(Xk)) 2.4)

where H, ,(z,) denotes the entropy of beta distribution

with  parameters kand (n—k+1), E,, (w)denotes

expectation of wover g, and X, ~ g, is the beta density
with parameters [g(k 1)+ 1) and (2 (n—k)+ 1]_

¢
Proof: We have

Hw(zk)zee

logB(k,n—k +1)

—gii(plog B(%(k—l)+1,%(n—k)+l] (2.5)

Putting zkzF(wk:n),k=1,2,...,n which implies that

Wy = F_l(zk)
Therefore, the generalized entropy of w,., is given by,
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H9,¢(Wk:n ): -

Iogjfl(Fl(zk))

o-¢

[; 2 ) 1- 2 )" £ (F (2, ))y d z

B(k,n—k+1)(

= 0?¢IogB(k,n—k+1)

—Llog8[¢(k—l)+1,%(n—k)+l}

0—¢

L0
|ogJ‘f¢ 1(F71(Zk))(2k) kD(1-2z, )4 % (nk)
0
1 dz, (2.6)
B[%(k—l)+1,%(n—k)+lj
Using (2.5) in (2.6) the required result (2.4) follows,

0—¢

Example 2.1: Suppose W is a r.v. that has an exponential

distribution (ED) with pdf
f(w)=2e""", 1>0,w>0

Here F(w)=1-e™*"

Putting X, =F(w)=w=F(X,)

Eg{le(F_l(xk)):|
“E,, {f Z_l[—%log(l—xk)ﬂ

0, B[S(k —1)+1%(n—k+1)J

- B[%(k 71)+1,§(n7k)+1]

2.7)
Putting K =1in (2.5), we get
o
H9,¢(Zl):_‘9__¢|09(n)
+9Li¢log(z(n—l)+lj (2.8)
Putting K =1 in (2.7), we get
12
0 o | Z(h-1)+1
A
(3]
¢
(2.9)

Using (2.8) and (2.9) in (2.4), we have
Ho, ¢(W ln) ~log(n)- |°9(/1)+9Li¢log(gj
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Hqu)(w):_ﬁlog(gj log(2)

H9,¢(W ].'n) H9,¢(W): —Iog(n)

o ) =-log(0)-1og(2)- 5o £

¢ ¢
) 1)
+e_¢'°g(¢]

H 0,¢(\Nn:n)_ H 0,0 (\N) —_IOQ(n)
¢ 0
o- ¢'°gr(¢J

I11. LOWER BOUND FOR THE NEW TWO
PARAMETRIC GENERALIZED ENTROPY OF
ORDER STATISTICS

Theorem 3.1: A rv. w with H, ,(W)<oo an entropy of

the k™ order statistics W,.,, k=12,...n is bounded
below as,

H6,¢Mk:n)2 H0,¢(Zk)_|09(M)
where M = f(m)<owo, f is the pdf of U and m is the

mode of the distribution.
Proof: The mode of the beta distribution g, is

[
n-1
Thus, g (X)) < B =gy (my)

9 [
— (me)o*a-m s
B[¢(k—1)+1,¢(n—k)+1j
For ¢>1, 0 <@<¢ from (2.4), we have
Hy 4 (Wk:n)2 Hy 4 (Zk)

mk:

—9—¢|09J‘9k Zy (M)¢ dw,

H0,¢(Wk:n)ZH9.¢(Zk)

1

? 1 (- )2k
- \Zk)¢
97‘”2[ B(g(k —1)+1,%(n—k)+1J

o
[(12 )20 £ o, )]d .

Hy 4 Mk:n)z Ho 4 (Z k)‘lOQ(M)

Example 3.1: Over the interval [a, b] in the
lifetime(uniform) distribution, we have

H, ,W)=log(b-a)
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¢ 1 k) e
Co0-¢d B[Z(k—1)+:LZ(n—k)+1j(Zk)¢ hon st o)
Hg,s Wien )2Ho 4 (2 )+ 1og(b—a)
Substituting Kk =1 in above equation, we obtain
H s Wy )2 Hy 4z, )+ 10g(b-a)
H g s W0 )2Hy 4(2, )+ loglb—a)
We conclude that the bounds for H,,MW,,) and
Ho, s W,., ) are similar.

IV. RESIDUAL ENTROPY FOR THE NEW TWO
PARAMETRIC GENERALIZED ENTROPY OF
ORDER STATISTICS

Ebrahim [5] for a random life time of W of a system, at
time t the residual entropy is defined as,

j f,(w)log f,( 4.1)

Equation (4.1) evaluates the uncertainty in the remaining
lifetime of the component which is believed to have
survived to a lifetime of t.

where f,(w) is the pdf of the r.v. w, = (W —t/w >t) and

is given by,

_fw)
ft(W)_{ﬂtT if w>t

Using above result (4.1) can be rewritten as,

H (w;t)= —TMIog f

F(t) md u, t>0
4.2)

where F(t)=1—F(t) is the survival function (s.f.) of W .

In the same way the generalized entropy of the residual life
time W, is given by,

e

0<9<¢, $>1 4.3)

when t =0, it reduces to (2.1).
We note that the pdf and s.f. of W,.,, (refer to [4] ), denoted

@\Q:

by fi.n(W) and Ficn(w), k=12,...n respectively are
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fk:n(W)
S FWF AR W) e

“B(kon-k+

where

B(u,v):j.y”‘l(l— y)dy, u>0v>0 , follows beta
distribution.

Fren(w)= % (4.5)

where

1
B, (u,v)= J.w”’l(l—w)"_ld w, 0<w<1
w

follows, incomplete beta distribution.
Theorem 4.1: The new two parametric generalized

residual entropy of the k™ order statistics is expressed as
Ho 4 (Vvk:n ,t): Ho s (2, F(1)
¢ gt
-1
o louEs, | 1 Frx )| @8

where H, ,(z,,F(t)) represents the generalized residual
entropy of the beta variate with parameters (k & n—k +1),
Eq, (2) represents the expectation of z over the random

sample of size n from uniform distribution on [0,1]. Then

Ho 4 (Zk F(t))—

¢IogB.:(t)(k n—k+1)

@ 17 12

——IogBF() k-1)+1,—(n—k)+1 4.7

5251008 r0| Sl-D+1 5 (k)

gy &Z, ~g, is the incomplete beta density with

parameters (% k-1+1.2(- k)+1j

Proof: Let z,be the k™ order statistics based on

represents the generalized entropy of beta variate with
parameters (k &n—k +1).

4
¢ 1o Bro(k,n—k +1) |#
o—¢ 9 B(k,n —k +1)

H5,¢(Wk:n vt)=_
0
+9Li¢log(B(k,n—k+1))¢

o

Iogj (F(w)**a-F(w ))”‘kf(w))¢dw

04
Putting X :F(\Nk:n) we have F (X, J=W,.,

H‘9:¢ (\Nk:n yt)=i¢log§ F(t)(k, n_k+1)

60—
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0-¢
b 1

0=% ¢y B(%(k —1)+1%(n—k)+1j

~? logB [%(k—l)+l,g(n—k)+lj

a
(e, 50 3 o,

(4.8)
using (4.7) in (4.8), we get the desired result (4.6).

Example4.1: Let w be an exponentially distributed r.v.
with pdf f(w)=1e *", w>0,1>0, then
F(w)=1-e*" putting X , = F(w)

9

{ W(wm»]

0, B F(t)(j(k —1)+1,%(n -k +l))

=27 (49)

EF(t)(Z(kl)+l,Z(nk)+lj
Putting k =1 (4.7) and (4.9) , we get

9 (—
Ho.y (Zk , F(t)): 0—_¢|09(B Fo(L “))

_ﬁ |og(§ £@) (1%( n —1)+1Jj
_ 0.
E,, {f %_l(F 1(Xl))J = /1%1 - F:gﬁl:’jﬂj
¢

Using above results in (4.6), we get

__ ¢ o
H9'¢(\N1zn,t)_ Iog(nl)+9 ¢Iog(¢J
Also, HM(W,t):—ﬁlog(gj—log(ﬂ)
Hence, Hy ,(Wy.,,t)~H, 40, t)=—logn

Therefore, the divergence in the above two discussed
entropies is independent of time in the exponential case.

V. PROPERTIES OF NEW TWO PARAMETRIC
GENERALIZED RESIDUAL ENTROPY

Theorem 5.1: Let E(survival function) be IGE (DGE)
and ¢>@, then
¢

0 -0 o-¢
A, ()< (Z{ZeXP% He,¢(H 9,¢(\Nk:n vt))]g ’
t>0
Proof: From (4.3), we have.
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@Hle,qﬁ(wk:n't)
0
¢
— %ﬂ, Fk:n(t)_ ﬂ’ Fk:n(t)

exp {@5;9) HY.4 Win t)}

Since F is IGE (DGE) and ¢> @ therefore, we have

A (t)Fexp HM Hy s Wi, t)D

¢ ¢

L

24 kL ()] 2()0

which leads to
Ag., (t)

A
g_

z(g{%exp(¢;0)H9’¢(H9'¢(\Nk:n,t))} ’ 5.1)

Theorem 5.2: Let w be the lifetime of a series system
with pdf fi.,(w) and s.f. Fin(t), t>0,then for >, the

following un equivalence holds
H6,¢ (\Nk:n ,t)Z H Mk:n 1t)

Proof: We know that from log sum inequality,

[ o (mptog—"en™

(=)
J fen(w)e

U Frnlue W}OQ T{th: <W)J¢ dw

t

=Fkn (t)(logfk;n (t)- (¢;9) Ho.s Wi t)} (5.2)

dw

The LHS of (5.2) contributes to.
J. fk:n(W)Iog fk:n(W)d W+ZEK:”(t)H (\Nk:n 't)'
t

(5.3
Put (5.3) in (5.2), we obtain the desired result.

Table No. 2: Generalized residual entropy of some
lifetime distributions
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Distribution f (W) H0,¢ (W;t)
Uniform 1 Iog(b—t)
b—a
a<w<b
Exponential ¥ e W 9,
[
w>0 ¢ log b7
7>0 0—¢ 0
G
amma rie"”W"l y(ﬂ—gﬂﬂ)
0#<W<OO ﬁlog M‘” 4 4
[§J¢ (= p(mt)) s
Weibull (w-n
le( A j L |og g +§
4 0-¢ o) ¢
W>
A>0
u>0

Fig. 1(a): H, ,(W,.,) of Exponential Distribution Fig. 1(b): H,(W,,) of Exponential Distribution

] $=254=08n=6 o
0 B $=23)=06n=6 @
iy B $=25)=07n=6
~ ~ o
= - O
o & o
g e
s =
= s o_|
T | T 5
S] —
O_
o_| o
o

0.2 0.4 0.6 0.8 0.2 0.4 0.6 0.8
0 0
Fig.L: H,¢)(W1.n), and H ¢)(Wn:n) plots of Exponential Distribution for 0.1<6 <0.9.

It is clear from Fig (1) that both the H, (W .,) and

H 9,¢(Wn:n)
Exponential distribution are monotonic decreasing.

generalized entropies with respect to

VI. CONCLUSION

A new generalized two parametric entropy of order
statistics is proposed in this paper. Various
characterizations based on this measure are also studied.
The generalized entropy finds its application in many
practical situations like areas of engineering, physics etc.
Some results of this new generalized entropy are also
derived and the behavior of generalized expressions are
mentioned graphically. The proposed two parametric
measure can be of utmost research interest in future.
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