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#### Abstract

In this paper we will implement the generalized fractional operators induced by Saego-Maeda using the Appell's $F_{3}($.$) function and set up the image formulas associated with the generalized Miller-Ross function in terms of the generalized$ Fox- Wright function. We will also employ certain integral transforms on the results obtained from the differentials and the integrals and present some more image formulas.
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## I. INTRODUCTION

The fractional calculus is the special branch of applied mathematics which is rapidly developing with large number of applications in the real world. It is a field of applied mathematics that deals with derivatives and integrals of arbitrary orders. This branch of calculus has gained considerable importance and applications in various subfields of applicable mathematical analysis. The computation of fractional derivatives and the fractional integrals of the special functions of one and more variables is very important from the point of view of the usefulness of these results in the evaluation of generalized integrals and the solution of differential and integral equations.

Several authors and researchers such as Baleanu et al. [1][2], Kilbas [3], Miller and Ross[4], Saigo M. [5] Mittag - Leffler Function [6], Prabhakar [7], Kumar et al. [8] so forth have studied in depth the properties, applications and different extensions of the operators of fractional order. They have used the fractional order integral and differential models in various fields of the real world problem (also see [9],[10],[11],[12],[13],[14],[15],[16],[17]). Here the author's aim is to establish the various image formulas for the generalized Miller-Ross function involving the generalized fractional calculus operators introduced by Saigo-Meada [18].
Section I of the paper contains the brief introduction of the topic and the work done by various authors in this field, section II contains the mathematical preliminaries, section III contains the main theorems and the results and section IV concludes the work.

## II. MATHEMATICAL PRELIMINARIES

Saigo and Maeda in 1998 introduced the following generalized fractional and differential operators of the complex order with Appell $\mathrm{F}_{3}($.$) function in the kernel, as$ follows:
Let $\alpha, \alpha^{\prime}, \beta, \beta^{\prime}, \gamma \in \mathbb{C}$ and $x>0$, then the generalized fractional calculus operators (the Marichev-Saigo Maeda operators) involving the Appell function, or Horn's $F_{3}-$ function introduced by Appell and Kampe de Feriet [19] are defined by the following equations:
$\left(I_{0+}^{\alpha, \alpha^{\prime}, \beta, \beta^{\prime}, \gamma} f\right)(x)={\frac{x^{-\alpha}}{\Gamma(\gamma)}}^{x}$
$\int_{0}^{x}(x-t)^{\gamma-1} t^{-\alpha^{\prime}} F_{3}\left(\alpha, \alpha^{\prime}, \beta, \beta^{\prime} ; \gamma ; 1-\frac{t}{x}, 1-\frac{x}{t}\right) f(t) d t$

$$
\begin{equation*}
(\mathfrak{R}(\gamma)>0) \tag{2.1}
\end{equation*}
$$

$$
\left(I_{0+}^{\alpha, \alpha^{\prime}, \beta, \beta^{\prime}, \gamma} f\right)(x)=\left(\frac{d}{d x}\right)^{k}\left(I_{0+}^{\alpha, \alpha^{\prime}, \beta+k, \beta^{\prime}, \gamma+k} f\right)(x)
$$

$$
\begin{equation*}
(\Re(\gamma) \leq 0) ; k=[-\Re(\gamma)+1] \tag{2.2}
\end{equation*}
$$

$$
\left(I_{0-}^{\alpha, \alpha^{\prime}, \beta, \beta^{\prime}, \gamma} f\right)(x)=\frac{x}{\Gamma(\gamma)}^{-\alpha^{\prime}}
$$

$$
\begin{equation*}
\int_{x}^{\infty}(t-x)^{\gamma-1} t^{-\alpha} F_{3}\left(\alpha, \alpha, \beta, \beta ; \gamma ; 1-\frac{x}{t}, 1-\frac{t}{x}\right) f(t) d t \tag{2}
\end{equation*}
$$

$$
\begin{equation*}
(\Re(\gamma)>0) \tag{2.3}
\end{equation*}
$$

$$
\begin{gather*}
\left(I_{0-}^{\alpha, \alpha^{\prime}, \beta, \beta^{\prime} \gamma \gamma} f\right)(x)=\left(-\frac{d}{d x}\right)^{k}\left(I_{0-}^{\alpha, \alpha^{\prime}, \beta, \beta^{\prime}+k, \gamma+k} f\right)(x) \\
(\Re(\gamma) \leq 0) ; k=[-\Re(\gamma)+1] \tag{2.4}
\end{gather*}
$$

and

$$
\begin{align*}
& \left(D_{0+}^{\alpha, \alpha^{\prime}, \beta, \beta^{\prime}, \gamma} f\right)(x)=\left(I_{0+}^{-\alpha^{\prime},-\alpha,-\beta^{\prime},-\beta,-\gamma} f\right)(x)  \tag{2.5}\\
& =\left(\frac{d}{d x}\right)^{k}\left(I_{0+}^{-\alpha^{\prime},-\alpha,-\beta^{\prime}+k,-\beta,-\gamma+k} f\right)(x) \\
& (\Re(\gamma)>0) ; k=[\Re(\gamma)+1]) \\
& \left(D_{0-}^{\alpha, \alpha^{\prime}, \beta, \beta^{\prime}, \gamma} f\right)(x)=\left(I_{0-}^{-\alpha^{\prime},-\alpha,-\beta^{\prime},-\beta,-\gamma} f\right)(x)  \tag{2.6}\\
& =\left(-\frac{d}{d x}\right)^{k}\left(I_{0-}^{-\alpha^{\prime},-\alpha,-\beta^{\prime},-\beta+k,-\gamma+k} f\right)(x) \\
& (\Re(\gamma)>0) ; k=[\Re(\gamma)+1]) \tag{2.7}
\end{align*}
$$

Following Saigo and Maeda [18], the image formulas for a power function, under operators (2.1) and (2.3), are given by: $\left(I_{0+}^{\alpha, \alpha^{\prime}, \beta, \beta^{\prime}, \gamma} x^{\rho-1}\right)(x)=x^{\rho-\alpha-\alpha^{\prime}+\gamma-1}$
$\left[\frac{\Gamma(\rho) \Gamma\left(\rho+\gamma-\alpha-\alpha^{\prime}-\beta\right) \Gamma\left(\rho+\beta^{\prime}-\alpha^{\prime}\right)}{\Gamma\left(\rho+\beta^{\prime}\right) \Gamma\left(\rho+\gamma-\alpha-\alpha^{\prime}\right) \Gamma\left(\rho+\gamma-\alpha^{\prime}-\beta\right)}\right]$
where $\mathfrak{R}(\rho)>\max \left\{0, \mathfrak{R}\left(\alpha+\alpha^{\prime}+\beta-\gamma\right), \mathfrak{R}\left(\alpha^{\prime}-\right.\right.$ $\beta$ ) \} and $\mathfrak{R}(\gamma)>0$.

$$
\begin{align*}
& \left(I_{0-}^{\alpha, \alpha^{\prime}, \beta, \beta^{\prime}, \gamma} x^{\rho-1}\right)(x)=x^{\rho+\gamma-\alpha-\alpha^{\prime}-1} \\
& \quad\left[\frac{\Gamma(1-\rho-\beta) \Gamma\left(1-\rho-\gamma+\alpha+\alpha^{\prime}\right) \Gamma\left(1-\rho+\beta^{\prime}+\alpha-\gamma\right)}{\Gamma(1-\rho) \Gamma\left(1-\rho+\beta^{\prime}-\gamma+\alpha+\alpha^{\prime}\right) \Gamma(1-\rho+\alpha-\beta)}\right] \tag{2.9}
\end{align*}
$$

Where $\mathfrak{R}(\rho)<1+\min \left\{\Re(-\beta), \mathfrak{R}\left(\alpha+\alpha^{\prime}-\gamma\right)\right.$,
$\left.\mathfrak{R}\left(\alpha+\beta^{\prime}-\gamma\right)\right\}$ and $\mathfrak{R}(\gamma)>0$
The generalized Fox- Wright function ${ }_{p} \psi_{q}$ was introduced by Wright [20] and has been given by the series

$$
\begin{align*}
{ }_{p} \psi_{q}={ }_{p} \psi_{q}\left\{\begin{array}{l}
\left(a_{1}, A_{1}\right), \ldots\left(a_{p}, A_{p}\right) ; \\
\left(b_{1}, B_{1}\right), \ldots\left(b_{q}, B_{q}\right) ;
\end{array}\right\} \\
\quad=\sum_{n=0}^{\infty} \frac{\prod_{i=1}^{p} \Gamma\left(a_{i}+n A_{i}\right)}{\prod_{j=1}^{q} \Gamma\left(b_{j}+n B_{j}\right)} \frac{x^{n}}{n!} \tag{2.10}
\end{align*}
$$

Where $\Gamma(x)$ is the Euler gamma function.
Where $x, a_{i}, b_{j} \in \mathbb{C} ; A_{i}, B_{j} \in \Re ; A_{i} \neq 0, B_{j} \neq 0 ; i=$ $1, \ldots, p ; j=1, \ldots, q$
This function is known as generalized Wright function for all values of $x$, the conditions for its existence are as follows:

$$
\begin{equation*}
1+\left(\sum_{j=1}^{q} B_{j}\right)-\left(\sum_{i=1}^{p} A_{i}\right) \geq 0 \tag{2.11}
\end{equation*}
$$

The generalized hyper-geometric function ${ }_{p} F_{q}$ is defined as follows [21]

$$
\begin{align*}
& { }_{p} F_{q}\left\{\begin{array}{l}
a_{1}, \ldots, a_{p} ; \\
b_{1}, \ldots, b_{q} ;
\end{array}, x\right\}=\sum_{n=0}^{\infty} \frac{\prod_{i=1}^{p}}{\prod_{j=1}^{q}} \frac{\left(a_{i}\right)_{n}}{\left(b_{j}\right)_{n}} \frac{x^{n}}{n!} \\
& =\sum_{n=0}^{\infty} \frac{\left(a_{1}\right)_{n},\left(a_{2}\right)_{n}, \ldots,\left(a_{p}\right)_{n}}{\left(b_{1}\right)_{n},\left(b_{2}\right)_{n}, \ldots,\left(b_{q}\right)_{n}} \frac{x^{n}}{n!} \tag{2.12}
\end{align*}
$$

Where $(\propto)_{n}$ is the Pochhammer symbol, which is defined (for $\propto \in \mathbb{C}$ ) by:

$$
(\propto)_{n}=\left\{\begin{array}{cc}
0 & n=0  \tag{2.13}\\
\alpha(\alpha+1)(\alpha+2) \ldots(\alpha+n-1) & n>0
\end{array}\right\}
$$

$(\propto)_{n}=\frac{\Gamma(\alpha+n)}{\Gamma(\alpha)}\left(\propto \in \mathbb{C} \backslash \mathbb{Z}_{0}^{-}\right)$
$\mathbb{Z}_{0}^{-}$denotes the set of non-positive integers.
Miller and Ross [4] introduced the function in 1993 known as the Miller-Ross function that arises as the basis for the solution of the fractional order initial value problem, which they defined as

$$
E_{t}(v, a)=\frac{d^{-v} e^{a t}}{d t^{-v}}=t^{v} e^{a t} \gamma^{*}(v, a t)=\sum_{k=0}^{\infty} \frac{a^{k} t^{k+v}}{\Gamma(k+v+1)}
$$

Where $\gamma^{*}(v, a t)$ is the incomplete gamma function.
Farhan, Sharma and Jain [22] introduced the generalized Miller-Ross function in 2014 as
${ }_{0}^{a} N_{p, q}^{\lambda, \xi}\left(a_{1}, \ldots, a_{p} ; b_{1}, \ldots, b_{q} ; x\right)$
$=\sum_{n=0}^{\infty} \frac{\left(a_{1}\right)_{n},\left(a_{2}\right)_{n}, \ldots,\left(a_{p}\right)_{n} a^{n} x^{n+\xi}}{\left(b_{1}\right)_{n},\left(b_{2}\right)_{n}, \ldots,\left(b_{q}\right)_{n} \Gamma(\lambda n+\xi+1)}$
Where $a_{1}, a_{2}, \ldots a_{p}, b_{1}, b_{2}, \ldots, b_{q}, \lambda, \xi \in \mathbb{C}, \Re(\lambda)>0$,
$\mathfrak{R}(\xi)>0$ and $\left(a_{i}\right)_{k},\left(b_{j}\right)_{k}$ are Pochhammer symbols.
The gamma function, $\Gamma x$ was introduced by Leonard Euler [21] as generalization of the factorial function on the set $\Re$ of all real numbers and $\mathbb{C}$ for all complex numbers defined by

$$
\begin{align*}
& \Gamma x=\int_{0}^{\infty} t^{(x-1)} e^{-t} d t, x \in \mathfrak{R}^{+}  \tag{2.16}\\
& \Gamma 1=1, \Gamma \frac{1}{2}=\sqrt{\pi}
\end{align*}
$$

The integral formulae involving the Whittaker function (Mathai at al. [23]) is used in finding the image formulae:

$$
\int_{0}^{\infty} z^{\delta-1} e^{-\frac{z}{2}} W_{\sigma, \eta}(z) d z=\frac{\Gamma\left(\delta+\eta+\frac{1}{2}\right) \Gamma\left(\delta-\eta+\frac{1}{2}\right)}{\Gamma\left(\delta-\sigma+\frac{1}{2}\right)}
$$

$$
\begin{equation*}
\left(\sigma \in \mathbb{C}, \mathfrak{R}(\delta \pm \eta)>-\frac{1}{2}\right) \tag{2.17}
\end{equation*}
$$

The Whittaker function (Mathai et al [23]) is defined by

$$
\begin{aligned}
& W_{\sigma, \eta}(z)= \frac{\Gamma(-2 \eta)}{\Gamma\left(\frac{1}{2}-\sigma-\eta\right.} M_{\sigma, \eta}(z)+\frac{\Gamma(2 \eta)}{\Gamma\left(\frac{1}{2}-\sigma+\eta\right.} M_{\sigma,-\eta}(z) \\
&=W_{\sigma,-\eta}(z) \\
& \quad\left(\sigma \in \mathbb{C}, \mathfrak{R}\left(\frac{1}{2}+\eta \pm \delta\right)>0\right)
\end{aligned}
$$

where

$$
\begin{gather*}
M_{\sigma, \eta}(z)=z^{\eta+\frac{1}{2}} e^{-\frac{z}{2}}{ }_{1} F_{1}\left(\frac{1}{2}-\sigma+\eta ; 2 \eta+1 ; z\right)  \tag{2.19}\\
\Re\left(\frac{1}{2}+\eta \pm \delta\right)>0, \quad|\arg z|<\pi
\end{gather*}
$$

## III. Main Results

## Image formulas associated with fractional operators

In this section, we will establish the image formulas for the generalized Miller-Ross function involving the Saigo-Maeda fractional operators (2.1), (2.3), (2.5) and (2.6) in terms of the generalized Fox-Wright function.
Throughout this paper, we will assume that $x>$ $0, \alpha, \alpha^{\prime}, \beta, \beta^{\prime}, \gamma, \rho, \lambda, \xi, v, \eta, \delta \in \mathbb{C}, \mathfrak{R}(\lambda)>0, \mathfrak{R}(\xi)>0$
and we will also assume that the constants satisfy the conditions $a_{i}, b_{j} \in \mathbb{C}, A_{i}, B_{j} \in \Re\left(A_{i}, B_{j} \neq 0, i=1,2, \ldots, p\right.$, $j=1,2, \ldots, q$.) such that the condition (1.11) is also satisfied.

Theorem 3.1. Let $\mathfrak{R}(\xi)>0, \Re(v)>0$, then the fractional integral $I_{0+}^{\alpha, \alpha^{\prime}, \beta, \beta^{\prime}, \gamma}$ of the generalized Miller-Ross function under the conditions $\mathfrak{R}(\gamma)>0, \mathfrak{R}(\lambda)>0, \Re(\rho+$ $v \xi)>\max \left\{0, \mathfrak{R}\left(\alpha+\alpha^{\prime}+\beta-\gamma\right), \mathfrak{R}\left(\alpha^{\prime}-\beta^{\prime}\right)\right\} \quad$ exists and is given by

$$
\begin{align*}
& \left(I_{0+}^{\alpha, \alpha^{\prime}, \beta, \beta^{\prime}, \gamma} t^{\rho-1}{ }_{0}^{a} N_{p, q}^{\lambda, \xi}\left(t^{v}\right)\right)(x) \\
& =x^{A-\alpha-\alpha \prime+\gamma-1} \sum_{n=0}^{\infty} \frac{\prod_{j=1}^{q} \Gamma\left(b_{j}\right)}{\prod_{i=1}^{p} \Gamma\left(a_{i}\right)} \\
& \times{ }_{p+4} \psi_{q+4}\left[\begin{array}{c}
\left(a_{1}, 1\right), \ldots,\left(a_{p}, 1\right),(A, v),\left(A+\beta^{\prime}-\alpha^{\prime}, v\right) \\
\left(b_{1}, 1\right), \ldots,\left(b_{q}, 1\right),(\xi+1, \lambda),\left(A+\beta^{\prime}, v\right) \\
\left(A+\gamma-\alpha-\alpha^{\prime}-\beta, v\right),(1,1)
\end{array}\right. \\
& \left.\left(A+\gamma-\alpha-\alpha^{\prime}, v\right),\left(A+\gamma-\beta-\alpha^{\prime}, v\right) ; a x^{v}\right]
\end{align*}
$$

where $A=\rho+v \xi$
Proof. Taking the LHS of (3.1) as J, and using (2.15) we get
$\mathcal{J}=\left(I_{0+}^{\alpha, \alpha^{\prime}, \beta, \beta^{\prime}, \gamma}\left(t^{\rho-1}\right.\right.$
$\left.\left.\times \sum_{n=0}^{\infty} \frac{\left(a_{1}\right)_{n},\left(a_{2}\right)_{n}, \ldots,\left(a_{p}\right)_{n} a^{n}}{\left(b_{1}\right)_{n},\left(b_{2}\right)_{n}, \ldots,\left(b_{q}\right)_{n} \Gamma(\lambda n+\xi+1)}\left(t^{v}\right)^{n+\xi}\right)\right)(x)$

$$
\begin{aligned}
& \mathcal{J}=\sum_{n=0}^{\infty} \frac{\left(a_{1}\right)_{n},\left(a_{2}\right)_{n}, \ldots,\left(a_{p}\right)_{n} a^{n}}{\left(b_{1}\right)_{n},\left(b_{2}\right)_{n}, \ldots,\left(b_{q}\right)_{n} \Gamma(\lambda n+\xi+1)} \\
& \times\left(I_{0+}^{\alpha, \alpha^{\prime}, \beta, \beta^{\prime}, \gamma}\left(t^{\rho+v n+v \xi-1}\right)\right)(x)
\end{aligned}
$$

Applying (2.8) with $\rho=(\rho+v n+v \xi)$, we get

$$
\begin{align*}
\mathcal{J}= & x^{A-\alpha-\alpha^{\prime}+\gamma-1} \sum_{n=0}^{\infty} \frac{\left(a_{1}\right)_{n},\left(a_{2}\right)_{n} \ldots,\left(a_{p}\right)_{n} \Gamma(n+1)}{\left(b_{1}\right)_{n},\left(b_{2}\right)_{n}, \ldots,\left(b_{q}\right){ }_{n} \Gamma(\lambda n+\xi+1)} \frac{\left(a x^{v}\right)^{n}}{n!} \\
& \times\left[\frac{\Gamma(A+v n) \Gamma\left(A+\gamma-\alpha-\alpha^{\prime}-\beta+v n\right) \Gamma\left(A+\beta^{\prime}-\alpha^{\prime}+v n\right)}{\Gamma\left(A+\beta^{\prime}+v n\right) \Gamma\left(A+\gamma-\alpha-\alpha^{\prime}+v n\right) \Gamma\left(A+\gamma-\beta-\alpha^{\prime}+v n\right)}\right] \tag{3.2}
\end{align*}
$$

where $A=\rho+v \xi$
Interpreting the right hand side of (3.2) in view of (2.10) we arrive at the required result.

Theorem 3.2. Let $\Re(\xi)>0, \Re(v)>0$, then the fractional integral $I_{0-}^{\alpha, \alpha \prime, \beta, \beta \prime, \gamma}$ of the generalized Miller-Ross function under the conditions $\Re(\gamma)>0, \mathfrak{R}(\lambda)>$ $0, \mathfrak{R}(1-\gamma-\rho-v \xi)<1+\min \left\{\Re(-\beta), \Re\left(\alpha+\alpha^{\prime}-\right.\right.$ $\left.\gamma), \mathfrak{R}\left(\alpha+\beta^{\prime}-\gamma\right)\right\}$ and is given by

$$
\begin{aligned}
\left(I_{0-}^{\alpha, \alpha^{\prime}, \beta, \beta^{\prime}, \gamma} t^{-\gamma-\rho}\right. & \left.{ }_{0}^{a} N_{p, q}^{\lambda, \xi}\left(t^{-v}\right)\right)(x) \\
& =x^{-A-\alpha-\alpha \prime} \sum_{n=0}^{\infty} \frac{\prod_{j=1}^{q} \Gamma\left(b_{j}\right)}{\prod_{i=1}^{p} \Gamma\left(a_{i}\right)}
\end{aligned}
$$

$\times{ }_{p+4} \psi_{q+4}\left[\begin{array}{c}\left(a_{1}, 1\right), \ldots,\left(a_{p}, 1\right),(1,1),\left(A+\alpha+\beta^{\prime}, v\right) \\ \left(b_{1}, 1\right), \ldots,\left(b_{q}, 1\right),(\xi+1, \lambda),\left(A+\alpha+\alpha^{\prime}+\beta^{\prime}, v\right)\end{array}\right.$

$$
\left.\begin{array}{l}
\left(A+\alpha+\alpha^{\prime}, v\right),(A-\beta+\gamma, v)  \tag{3.3}\\
(A+\gamma, v),(A+\gamma-\beta+\alpha, v)
\end{array} a x^{-v}\right]
$$

where $A=\rho+v \xi$
Proof. Taking the LHS of (3.3) as $\mathcal{J}$, and using (2.15) we get
$\mathcal{J}=\left(I_{0-}^{\alpha, \alpha^{\prime}, \beta, \beta^{\prime}, \gamma}\left(t^{-\gamma-\rho}(x)\right.\right.$
$\left.\left.\times \sum_{n=0}^{\infty} \frac{\left(a_{1}\right)_{n},\left(a_{2}\right)_{n}, \ldots,\left(a_{p}\right)_{n} a^{n}}{\left(b_{1}\right)_{n},\left(b_{2}\right)_{n}, \ldots,\left(b_{q}\right)_{n} \Gamma(\lambda n+\xi+1)}\left(t^{-v}\right)^{n+\xi}\right)\right)(x)$

$$
\begin{aligned}
& \mathcal{J}=\sum_{n=0}^{\infty} \frac{\left(a_{1}\right)_{n},\left(a_{2}\right)_{n}, \ldots,\left(a_{p}\right)_{n} a^{n}}{\left(b_{1}\right)_{n},\left(b_{2}\right)_{n}, \ldots,\left(b_{q}\right)_{n} \Gamma(\lambda n+\xi+1)} \\
& \times\left(\mathrm{I}_{0-}^{\alpha, \alpha^{\prime}, \beta, \beta^{\prime}, \gamma}\left(\mathrm{t}^{-\gamma-\rho-\mathrm{vn}-v \xi}\right)\right)(x)
\end{aligned}
$$

Applying (2.9) with $\rho=(1-\gamma-\rho-\mathrm{un}-v \xi)$, we get
$\mathcal{J}=x^{-A-\alpha-\alpha \prime} \sum_{n=0}^{\infty} \frac{\left(a_{1}\right)_{n},\left(a_{2}\right)_{n}, \ldots,\left(a_{p}\right)_{n} \Gamma(n+1)}{\left(b_{1}\right)_{n},\left(b_{2}\right)_{n} \ldots,\left(b_{q}\right)_{n} \Gamma(\lambda n+\xi+1)} \frac{\left(a x^{-v}\right)^{n}}{n!}$

$$
\begin{equation*}
\times\left[\frac{\Gamma\left(A+\alpha+\alpha^{\prime}+v n\right) \Gamma\left(A+\alpha+\beta^{\prime}+v n\right) \Gamma(A-\beta+\gamma+v n)}{\Gamma\left(A+\alpha+\alpha^{\prime}+\beta^{\prime}+v n\right) \Gamma(A+\gamma+v n) \Gamma(A+\alpha-\beta+\gamma+v n)}\right] \tag{3.4}
\end{equation*}
$$

where $A=\rho+v \xi$
Interpreting the right hand side of (3.4) in view of (2.10) we arrive at the required result.

Theorem 3.3. Let $\Re(\xi)>0, \Re(v)>0$, then the fractional differential $D_{0+}^{\alpha, \alpha^{\prime}, \beta, \beta^{\prime}, \gamma}$ of the generalized MillerRoss function under the conditions $\mathfrak{R}(\gamma)>0, \mathfrak{R}(\lambda)>$ $0, \mathfrak{R}(\rho+v \xi)>\max \left\{0, \mathfrak{R}\left(\gamma-\alpha-\alpha^{\prime}-\beta^{\prime}\right), \mathfrak{R}(\beta-\alpha)\right\}$ exists and is given by

$$
\begin{gather*}
\left(D_{0+}^{\alpha, \alpha^{\prime}, \beta, \beta^{\prime}, \gamma} t^{\rho-1 a} N_{p, q}^{\lambda, \xi}\left(t^{v}\right)\right)(x) \\
=x^{A+\alpha+\alpha^{\prime}-\gamma-1} \sum_{n=0}^{\infty} \frac{\prod_{j=1}^{q} \Gamma\left(b_{j}\right)}{\prod_{i=1}^{p} \Gamma\left(a_{i}\right)} \\
\times{ }_{p+4} \psi_{q+4}\left[\begin{array}{c}
\left(a_{1}, 1\right), \ldots\left(a_{p}, 1\right),(1,1),(A, v) \\
\left(b_{1}, 1\right), \ldots\left(b_{q}, 1\right),(\xi+1, \lambda),(A-\beta, v) \\
\left(A-\gamma+\alpha+\alpha^{\prime}+\beta^{\prime}, v\right),(A-\beta+\alpha, v) \\
\left(A-\gamma+\alpha+\alpha^{\prime}, v\right),\left(A-\gamma+\beta^{\prime}+\alpha, v\right)
\end{array}\right.
\end{gather*}
$$

where $A=\rho+v \xi$
Proof. Taking the LHS of (3.5) as $\mathcal{J}$ and using (2.15) we get
$\mathcal{J}=\left(D_{0+}^{\alpha, \alpha^{\prime}, \beta, \beta^{\prime}, \gamma}\left(t^{\rho-1}\right.\right.$
$\left.\left.\times \sum_{n=0}^{\infty} \frac{\left(a_{1}\right)_{n},\left(a_{2}\right)_{n}, \ldots,\left(a_{p}\right)_{n} a^{n}}{\left(b_{1}\right)_{n},\left(b_{2}\right)_{n}, \ldots,\left(b_{q}\right)_{n} \Gamma(\lambda n+\xi+1)}\left(t^{v}\right)^{n+\xi}\right)\right)(x)$
Using (2.5) we get

$$
\begin{aligned}
& \mathcal{J}=\sum_{n=0}^{\infty} \frac{\left(a_{1}\right)_{n},}{}\left(a_{2}\right)_{n}, \ldots,\left(a_{p}\right)_{n} a^{n} \\
&\left(b_{1}\right)_{n},\left(b_{2}\right)_{n}, \ldots,\left(b_{q}\right)_{n} \Gamma(\lambda n+\xi+1) \\
& \times\left(I_{0+}^{-\alpha^{\prime},-\alpha,-\beta^{\prime},-\beta,-\gamma}\left(t^{\rho+v n+v \xi-1}\right)\right)(x)
\end{aligned}
$$

Applying (2.8) with $\rho=(\rho+v n+v \xi)$, we get
$\mathcal{J}=x^{A+\alpha+\alpha^{\prime}-\gamma-1} \sum_{n=0}^{\infty} \frac{\left(a_{1}\right)_{n}\left(a_{2}\right)_{n}, \ldots,\left(a_{p}\right)_{n} \Gamma(n+1)}{\left(b_{1}\right)_{n},\left(b_{2}\right)_{n}, \ldots,\left(b_{q}\right)_{n} \Gamma(\lambda n+\xi+1)} \frac{\left(a x^{v}\right)^{n}}{n!}$
$\left[\begin{array}{lc}\Gamma(A+v n) \Gamma\left(A-\gamma+\alpha+\alpha^{\prime}+\beta^{\prime}+v n\right) & \Gamma(A-\beta+\alpha+v n) \\ \Gamma(A-\beta+v n) \Gamma\left(A-\gamma+\alpha+\alpha^{\prime}+v n\right) & \Gamma\left(A-\gamma+\beta^{\prime}+\alpha+v n\right)\end{array}\right]$
where $A=\rho+v \xi$

Interpreting the right hand side of (3.6) in view of (2.10) we arrive at the required result.

Theorem 3.4. Let $\Re(\xi)>0, \Re(v)>0$, then the fractional differential $D_{0-}^{\alpha, \alpha^{\prime}, \beta, \beta^{\prime}, \gamma}$ of the generalized MillerRoss function under the conditions $\Re(\gamma)>0, \Re(\lambda)>0$, $\mathfrak{R}(1-\gamma-\rho-v \xi)<1+\min \left\{\Re(-\beta), \mathfrak{R}\left(\alpha+\alpha^{\prime}-\gamma\right)\right.$, $\left.\mathfrak{R}\left(\alpha+\beta^{\prime}-\gamma\right)\right\}$ and is given by

$$
\begin{gather*}
\left(D_{0-}^{\alpha, \alpha^{\prime}, \beta, \beta^{\prime}, \gamma} t^{\gamma-\rho}{ }_{0}^{a} N_{p, q}^{\lambda, \xi}\left(t^{-v}\right)\right)(x) \\
=x^{-A+\alpha+\alpha^{\prime}} \sum_{n=0}^{\infty} \frac{\prod_{j=1}^{q} \Gamma\left(b_{j}\right)}{\prod_{i=1}^{p} \Gamma\left(a_{i}\right)} \\
\times{ }_{p+4} \psi_{q+4}\left[\begin{array}{c}
\left(a_{1}, 1\right), \ldots,\left(a_{p}, 1\right),(1,1),\left(A-\alpha-\alpha^{\prime}, v\right) \\
\left(b_{1}, 1\right), \ldots\left(b_{q,}, 1\right),(\xi+1, \lambda),\left(A-\alpha-\alpha^{\prime}-\beta, v\right) \\
\\
\left(A-\beta-\alpha^{\prime}, v\right),\left(A+\beta^{\prime}-\gamma, v\right) \\
\\
(A-\gamma, v),\left(A-\alpha^{\prime}+\beta^{\prime}-\gamma, v\right)^{-v}
\end{array}\right]
\end{gather*}
$$

where $A=\rho+v \xi$
Proof. Taking the LHS of (3.7) as $\mathcal{J}$ and using (2.15) we get
$\mathcal{J}=\left(D_{0-}^{\alpha, \alpha^{\prime}, \beta, \beta^{\prime}, \gamma}\left(t^{\gamma-\rho}\right.\right.$
$\left.\left.\times \sum_{n=0}^{\infty} \frac{\left(a_{1}\right)_{n},\left(a_{2}\right)_{n}, \ldots,\left(a_{p}\right)_{n} a^{n}}{\left(b_{1}\right)_{n},\left(b_{2}\right)_{n}, \ldots,\left(b_{q}\right)_{n} \Gamma(\lambda n+\xi+1)}\left(t^{-v}\right)^{n+\xi}\right)\right)$
Using (2.6) we get
$\mathcal{J}=\sum_{n=0}^{\infty} \frac{\left(a_{1}\right)_{n},\left(a_{2}\right)_{n}, \ldots,\left(a_{p}\right)_{n} a^{n}}{\left(b_{1}\right)_{n},\left(b_{2}\right)_{n}, \ldots,\left(b_{q}\right)_{n} \Gamma(\lambda n+\xi+1)}$

$$
\left(I_{0-}^{-\alpha^{\prime},-\alpha,-\beta^{\prime}-\beta,-\gamma}\left(t^{\gamma-\rho-v n-v \xi}\right)\right)(x)
$$

Applying (2.9) with $\rho=(1+\gamma-\rho-v \mathrm{n}-v \xi)$, we get

$$
\begin{align*}
\mathcal{J}=x^{-A+\alpha+\alpha^{\prime}} & \sum_{n=0}^{\infty} \frac{\left(a_{1}\right)_{n},\left(a_{2}\right)_{n}, \ldots,\left(a_{p}\right)_{n} \Gamma(n+1)}{\left(b_{1}\right)_{n,( },\left(b_{2}\right)_{n}, \ldots,\left(b_{q}\right)_{n} \Gamma(\lambda n+\xi+1)} \frac{\left(a x^{-v}\right)^{n}}{n!} \\
& \times\left[\frac{\Gamma\left(A-\alpha-\alpha^{\prime}+v n\right) \Gamma\left(A-\alpha^{\prime}-\beta+v n\right) \Gamma\left(A+\beta^{\prime}-\gamma+v n\right)}{\Gamma\left(A-\alpha-\alpha^{\prime}-\beta+v n\right) \Gamma(A-\gamma+v n) \Gamma\left(A-\alpha^{\prime}+\beta^{\prime}-\gamma+v n\right)}\right] \tag{3.8}
\end{align*}
$$

where $A=\rho+v \xi$
Interpreting the right hand side of (3.8) in view of (2.10) we arrive at the required result.

## Image formulas related to Beta transform

The beta transform of the function $f(z)$ is defined by [24]
$B\{f(z): l, m\}=\int_{0}^{1} z^{l-1}(1-z)^{m-1} f(z) d z$.
Theorem 3.5. Let $\mathfrak{R}(\xi)>0, \Re(v)>0, \mathfrak{R}(\gamma)>0$,
$\mathfrak{R}(\lambda)>0$, be such that
$\mathfrak{R}(\rho+v \xi)>\max \left\{0, \mathfrak{R}\left(\alpha+\alpha^{\prime}+\beta-\gamma\right), \mathfrak{R}\left(\alpha^{\prime}-\beta^{\prime}\right)\right\}$ is satisfied, then

$$
\begin{align*}
& B\left\{\left(I_{0+}^{\alpha, \alpha^{\prime}, \beta, \beta^{\prime}, \gamma}\left(t^{\rho-1 a} N_{p, q}^{\lambda, \xi}\left(z t^{v}\right)\right)\right)(x): l, m\right\}= \\
& x^{A-\alpha-\alpha^{\prime}+\gamma-1} \Gamma(m) \sum_{n=0}^{\infty} \frac{\prod_{j=1}^{q} \Gamma\left(b_{j}\right)}{\prod_{i=1}^{p} \Gamma\left(a_{i}\right)} \\
& \times{ }_{p+5} \psi_{q+5}\left[\begin{array}{c}
\left(a_{1}, 1\right), \ldots,\left(a_{p}, 1\right),(A, v),\left(A+\beta^{\prime}-\alpha^{\prime}, v\right) \\
\left(b_{1}, 1\right), \ldots\left(b_{q}, 1\right),,\left(A+\beta^{\prime}, v\right),\left(A+\gamma-\alpha-\alpha^{\prime}, v\right) \\
{\left[\begin{array}{c}
\left(A+\gamma-\alpha-\alpha^{\prime}-\beta, v\right),(l+\xi, 1),(1,1) \\
\left(A+\gamma-\beta-\alpha^{\prime}, v\right),(\xi+1, \lambda)(l+m+\xi, 1)
\end{array}\right)}
\end{array}\right]
\end{align*}
$$

where $A=\rho+v \xi$
Proof. Taking the LHS of (3.10) as $\mathcal{J}$ and using (3.9) we get

$$
\begin{align*}
\mathcal{J}= & \int_{0}^{1} z^{l-1}(1-z)^{m-1} \\
& \left\{\left(I_{0+}^{\alpha, \alpha^{\prime}, \beta, \beta^{\prime}, \gamma}\left(t^{\rho-1}{ }_{0}^{a} N_{p, q}^{\lambda, \xi}\left(z t^{v}\right)\right)\right)(x)\right\} d z \tag{3.11}
\end{align*}
$$

using (2.15) in (3.11) we get

$$
\begin{align*}
\mathcal{J}= & \int_{0}^{1} z^{l-1}(1-z)^{m-1}\left\{\left(I_{0+}^{\alpha, \alpha^{\prime}, \beta, \beta^{\prime}, \gamma} t^{\rho-1}\right.\right. \\
& \left.\left.\times \sum_{n=0}^{\infty} \frac{\left(a_{1}\right)_{n},\left(a_{2}\right)_{n}, \ldots,\left(a_{p}\right)_{n} a^{n}\left(z t^{v}\right)^{n+\xi}}{\left(b_{1}\right)_{n},\left(b_{2}\right)_{n}, \ldots,\left(b_{q}\right)_{n} \Gamma(\lambda n+\xi+1)}\right)(x)\right\} d z \\
\mathcal{J}= & \int_{0}^{1} z^{l-1}(1-z)^{m-1} \\
& \times\left\{\sum_{n=0}^{\infty} \frac{\left(a_{1}\right)_{n},\left(a_{2}\right)_{n}, \ldots,\left(a_{p}\right)_{n} a^{n} z^{n+\xi}}{\left(b_{1}\right)_{n},\left(b_{2}\right)_{n}, \ldots,\left(b_{q}\right)_{n} \Gamma(\lambda n+\xi+1)}\right. \\
& \left.\times\left(I_{0+}^{\alpha, \alpha^{\prime}, \beta, \beta^{\prime}, \gamma}\left(t^{\rho+v n+v \xi-1}\right)\right)(x)\right\} d z \tag{3.12}
\end{align*}
$$

Applying (2.8) with $\rho=(\rho+v n+v \xi)$, we get

$$
\begin{aligned}
\mathcal{J}=\int_{0}^{1} z^{l-1} & (1-z)^{m-1} \\
& \times\left\{x^{A-\alpha-\alpha^{\prime}+\gamma-1} \sum_{\mathrm{n}=0}^{\infty} \frac{\left(a_{1}\right)_{n,}\left(a_{2}\right) n^{\prime}, \ldots,\left(a_{p}\right)_{n} z^{n+\xi}\left(a x^{v}\right)^{n}}{\left(b_{1}\right)_{n},\left(b_{2}\right) n_{n}, \ldots,\left(b_{q}\right)_{n} \Gamma(\lambda n+\xi+1)}\right. \\
& \left.\times\left[\frac{\Gamma(A+v n) \Gamma\left(A+\gamma-\alpha-\alpha^{\prime}-\beta+v n\right) \Gamma\left(A+\beta^{\prime}-\alpha^{\prime}+v n\right)}{\Gamma\left(A+\beta^{\prime}+v n\right) \Gamma\left(A+\gamma-\alpha-\alpha^{\prime}+v n\right) \Gamma\left(A+\gamma-\beta-\alpha^{\prime}+v n\right)}\right]\right\} d z
\end{aligned}
$$

where $A=\rho+v \xi$
Interchanging the order of integration and summation we get

$$
\begin{gather*}
\begin{aligned}
& \mathcal{J}= x^{A-\alpha-\alpha^{\prime}+\gamma-1} \sum_{\mathrm{n}=0}^{\infty} \frac{\left(a_{1}\right)_{n},\left(a_{2}\right)_{n}, \ldots,\left(a_{p}\right)_{n}\left(a x^{v}\right)^{n}}{\left(b_{1}\right)_{n},\left(b_{2}\right)_{n}, \ldots,\left(b_{q}\right)_{n} \Gamma(\lambda n+\xi+1)} \\
& \times\left[\frac{\Gamma(A+v n) \Gamma\left(A+\gamma-\alpha-\alpha^{\prime}-\beta+v n\right) \Gamma\left(A+\beta^{\prime}-\alpha^{\prime}+v n\right)}{\Gamma\left(A+\beta^{\prime}+v n\right) \Gamma\left(A+\gamma-\alpha-\alpha^{\prime}+v n\right) \Gamma\left(A+\gamma-\beta-\alpha^{\prime}+v n\right)}\right] \\
& \mathcal{J}= \times x_{0}^{A-\alpha-\alpha^{\prime}+\gamma-1} z^{l+n+\xi-1}(1-z)^{m-1} d z \\
& \times \sum_{\mathrm{n}=0}^{\infty} \frac{\left(a_{1}\right)_{n},\left(a_{2}\right)_{n}, \ldots,\left(a_{p}\right)_{n} \Gamma(n+1)\left(a x^{v}\right)^{n}}{\left(b_{1}\right)_{n},\left(b_{2}\right)_{n}, \ldots,\left(b_{q}\right)_{n} \Gamma(\lambda n+\xi+1) n!} \\
& \times\left[\frac{\Gamma(A+v n) \Gamma\left(A+\gamma-\alpha-\alpha^{\prime}-\beta+v n\right) \Gamma\left(A+\beta^{\prime}-\alpha^{\prime}+v n\right)}{\Gamma\left(A+\beta^{\prime}+v n\right) \Gamma\left(A+\gamma-\alpha-\alpha^{\prime}+v n\right) \Gamma\left(A+\gamma-\beta-\alpha^{\prime}+v n\right)}\right] \frac{\Gamma(l+n+\xi) \Gamma(m)}{\Gamma(l+m+n+\xi)}
\end{aligned}
\end{gather*}
$$

Interpreting the right hand side of (3.13) in view of (2.10) we arrive at the required result.

Theorem 3.6. Let $\mathfrak{R}(\xi)>0, \mathfrak{R}(v)>0, \mathfrak{R}(\gamma)>0$,
$\Re(\lambda)>0$, be such that $\mathfrak{R}(1-\gamma-\rho-v \xi)<1+$ $\min \left\{\mathfrak{R}(-\beta), \mathfrak{R}\left(\alpha+\alpha^{\prime}-\gamma\right), \mathfrak{R}\left(\alpha+\beta^{\prime}-\gamma\right)\right\}$ is satisfied then
$B\left\{\left(I_{0-}^{\alpha, \alpha \prime, \beta, \beta^{\prime}, \gamma}\left(t^{-\gamma-\rho}{ }_{0}^{a} N_{p, q}^{\lambda, \xi}\left(z t^{-v}\right)\right)\right)(x): l, m\right\}$

$$
=x^{-A-\alpha-\alpha^{\prime}} \Gamma(m) \sum_{\mathrm{n}=0}^{\infty} \frac{\prod_{j=1}^{q} \Gamma\left(b_{j}\right)}{\prod_{i=1}^{p} \Gamma\left(a_{i}\right)}
$$

$\times{ }_{p+5} \psi_{q+5}\left[\begin{array}{c}\left(a_{1}, 1\right), \ldots\left(a_{p}, 1\right),(1,1),\left(A+\alpha+\beta^{\prime}, v\right) \\ \left(b_{1}, 1\right), \ldots\left(b_{q}, 1\right),\left(A+\alpha+\alpha^{\prime}+\beta^{\prime}, v\right),(\xi+1, \lambda)\end{array}\right.$
$\left.\begin{array}{c}\left(A+\alpha+\alpha^{\prime}, v\right),(A-\beta+\gamma, v),(l+\xi, 1) ; a x^{-v} \\ (A+\gamma, v),(A+\alpha-\beta+\gamma, v),(l+m+\xi, 1)\end{array}\right]$
where $A=\rho+v \xi$
Proof. The proof of the theorem can be established by following the same steps as that of the above theorem. So we omit the details here.

Theorem 3.7. Let $\Re(\xi)>0, \Re(v)>0, \Re(\gamma)>0$,
$\Re(\lambda)>0$, be such that
$\mathfrak{R}(\rho+v \xi)>\max \left\{0, \mathfrak{R}\left(\gamma-\alpha-\alpha^{\prime}-\beta\right), \mathfrak{R}(\beta-\alpha)\right\}$ is satisfied then
$B\left\{\left(D_{0+}^{\alpha, \alpha, \beta, \beta, \beta^{\prime}, \gamma}\left(t^{\rho-1}{ }_{0}^{a} N_{p, q}^{\lambda, \xi}\left(z t^{\nu}\right)\right)\right)(x): l, m\right\}$

$$
=x^{A+\alpha+\alpha^{\prime}-\gamma-1} \Gamma(m) \sum_{\mathrm{n}=0}^{\infty} \frac{\prod_{j=1}^{q} \Gamma\left(b_{j}\right)}{\prod_{i=1}^{p} \Gamma\left(a_{i}\right)}
$$

$\times{ }_{p+5} \psi_{q+5}\left[\begin{array}{l}\left(a_{1}, 1\right), \ldots\left(a_{p}, 1\right),(1,1),\left(A-\gamma+\alpha+\alpha^{\prime}+\beta^{\prime}, v\right) \\ \left(b_{1}, 1\right), \ldots\left(b_{q}, 1\right),(A-\beta, v),\left(A-\gamma+\alpha+\alpha^{\prime}, v\right)\end{array}\right.$

$$
\begin{align*}
& (A-\beta+\alpha, v),(l+\xi, 1),(A, v),  \tag{3.15}\\
& \left.\gamma+\beta^{\prime}+\alpha, v\right),(\xi+1, \lambda)(l+m+\xi, 1)^{2}
\end{align*}
$$

where $A=\rho+v \xi$
Proof. Taking the LHS of (3.15) as $\mathcal{J}$ and using (3.9) we get

$$
\begin{align*}
\mathcal{J}= & \int_{0}^{1} z^{l-1}(1-z)^{m-1} \\
& \left\{\left(D_{0+}^{\alpha, \alpha^{\prime}, \beta, \beta^{\prime}, \gamma}\left(t^{\rho-1}{ }_{0}^{a} N_{p, q}^{\lambda, \xi}\left(z t^{v}\right)\right)\right)(x)\right\} d z \tag{3.16}
\end{align*}
$$

Using (2.15) in (3.16) we get

$$
\begin{aligned}
\mathcal{J}= & \int_{0}^{1} z^{l-1}(1-z)^{m-1}\left\{\left(D_{0+}^{\alpha, \alpha^{\prime}, \beta, \beta^{\prime}, \gamma} t^{\rho-1}\right.\right. \\
& \left.\left.\sum_{n=0}^{\infty} \frac{\left(a_{1}\right)_{n},\left(a_{2}\right)_{n}, \ldots,\left(a_{p}\right)_{n} a^{n}\left(z t^{v}\right)^{n+\xi}}{\left(b_{1}\right)_{n},\left(b_{2}\right)_{n}, \ldots,\left(b_{q}\right)_{n} \Gamma(\lambda n+\xi+1)}\right)(x)\right\} d z
\end{aligned}
$$

Using (2.5) we get

$$
\begin{align*}
\mathcal{J}= & \int_{0}^{1} z^{l-1}(1-z)^{m-1}\left\{\sum_{n=0}^{\infty} \frac{\left(a_{1}\right)_{n}\left(a_{2}\right)_{n}, \ldots,\left(a_{p}\right)_{n} a^{n} z^{n+\xi}}{\left(b_{1}\right)_{n},\left(b_{2}\right)_{n}, \ldots,\left(b_{q}\right)_{n} \Gamma(\lambda n+\xi+1)}\right. \\
& \left.\times\left(I_{0+}^{-\alpha \prime,-\alpha,-\beta^{\prime},-\beta,-\gamma}\left(t^{\rho+v n+v \xi-1}\right)\right)(x)\right\} d z \tag{3.17}
\end{align*}
$$

Applying (2.8) with $\rho=(\rho+v n+v \xi)$, we get $\mathcal{J}=\int_{0}^{1} z^{l-1}(1-z)^{m-1}\left\{x^{A+\alpha+\alpha^{\prime}-\gamma-1}\right.$

$$
\times \sum_{n=0}^{\infty} \frac{\left(a_{1}\right)_{n},\left(a_{2}\right)_{n}, \ldots,\left(a_{p}\right)_{n} \Gamma(n+1) z^{n+\xi}\left(a x^{v}\right)^{n}}{\left(b_{1}\right)_{n},\left(b_{2}\right)_{n}, \ldots,\left(b_{q}\right)_{n} \Gamma(\lambda n+\xi+1) n!}
$$

$\times\left[\begin{array}{c}\Gamma(A+v n) \Gamma\left(A-\gamma+\alpha+\alpha^{\prime}+\beta^{\prime}+v n\right) \Gamma(A-\beta+\alpha+v n) \\ \Gamma(A-\beta+v n) \Gamma\left(A-\gamma+\alpha+\alpha^{\prime}+v n\right) \Gamma\left(A-\gamma+\beta^{\prime}+\alpha+v n\right)\end{array}\right.$
where $A=\rho+v \xi$
Interchanging the order of integration and summation we get $\mathcal{J}=x^{A+\alpha+\alpha^{\prime}-\gamma-1} \sum_{n=0}^{\infty} \frac{\left(a_{1}\right)_{n},\left(a_{2}\right)_{n}, \ldots,\left(a_{p}\right)_{n} \Gamma(n+1)\left(a x^{v}\right)^{n}}{\left(b_{1}\right)_{n,},\left(b_{2}\right)_{n}, \ldots,\left(b_{q}\right)_{n} \Gamma(\lambda n+\xi+1) n!}$
$\left[\begin{array}{c}\Gamma(A+v n) \Gamma\left(A-\gamma+\alpha+\alpha^{\prime}+\beta^{\prime}+v n\right), \Gamma(A-\beta+\alpha+v n) \\ \Gamma(A-\beta+v n) \Gamma\left(A-\gamma+\alpha+\alpha^{\prime}+v n\right), \Gamma\left(A-\gamma+\beta^{\prime}+\alpha+v n\right)\end{array}\right]$

$$
\begin{gathered}
\times \int_{0}^{1} z^{l+n+\xi-1}(1-z)^{m-1} d z \\
\mathcal{J}=x^{A+\alpha+\alpha^{\prime}-\gamma-1} \sum_{n=0}^{\infty} \frac{\left(a_{1}\right)_{n}\left(a_{2}\right)_{n}, \ldots,\left(a_{p}\right)_{n} \Gamma(n+1)\left(a x^{v}\right)^{n}}{\left(b_{1}\right)_{n,\left(b_{2}\right) n_{n}, \ldots,\left(b_{q}\right)_{n} \Gamma(\lambda n+\xi+1) n!}}
\end{gathered}
$$

$$
\left[\begin{array}{c}
\Gamma(A+v n) \Gamma\left(A-\gamma+\alpha+\alpha^{\prime}+\beta^{\prime}+v n\right), \Gamma(A-\beta+\alpha+v n) \\
\Gamma(A-\beta+v n) \Gamma\left(A-\gamma+\alpha+\alpha^{\prime}+v n\right), \Gamma\left(A-\gamma+\beta^{\prime}+\alpha+v n\right)
\end{array}\right]
$$

$$
\begin{equation*}
\times \frac{\Gamma(l+n+\xi) \Gamma(m)}{\Gamma(l+m+n+\xi)} \tag{3.18}
\end{equation*}
$$

Interpreting the right hand side of (3.18) in view of (2.10) we arrive at the required result.

Theorem 3.8. Let $\mathfrak{R}(\xi)>0, \Re(v)>0, \Re(\gamma)>0$, $\mathfrak{R}(\lambda)>0$, be such that $\mathfrak{R}(1-\gamma-\rho-v \xi)<1+\min \left\{\Re(-\beta), \mathfrak{R}\left(\alpha+\alpha^{\prime}-\right.\right.$ $\left.\gamma), \mathfrak{R}\left(\alpha+\beta^{\prime}-\gamma\right)\right\}$. Then

$$
\begin{aligned}
B\left\{\left(D_{0-}^{\alpha, \alpha^{\prime}, \beta, \beta^{\prime}, \gamma}\right.\right. & \left.\left.\left(t^{\gamma-\rho}{ }_{0}^{a} N_{p, q}^{\lambda, \xi}\left(z t^{-v}\right)\right)\right)(x): l, m\right\} \\
& =x^{-A+\alpha+\alpha^{\prime}} \Gamma(m) \sum_{n=0}^{\infty} \frac{\prod_{j=1}^{q} \Gamma\left(b_{j}\right)}{\prod_{i=1}^{p} \Gamma\left(a_{i}\right)}
\end{aligned}
$$

$$
{ }_{p+5} \psi_{q+5}\left[\begin{array}{c}
\left(a_{1}, 1\right), \ldots,\left(a_{p}, 1\right),\left(A-\alpha-\alpha^{\prime}, v\right),\left(A-\beta-\alpha^{\prime}, v\right) \\
\left(b_{1}, 1\right), \ldots\left(b_{q}, 1\right),\left(A-\alpha-\alpha^{\prime}-\beta, v\right),(A-\gamma, v)
\end{array}\right.
$$

$$
\begin{gather*}
\left(A+\beta^{\prime}-\gamma, v\right),(l+\xi, 1),(1,1) \\
\left(A-\alpha^{\prime}+\beta^{\prime}-\gamma, v\right),(\xi+1, \lambda)(l+m+\xi, 1) ; a x^{-v} \tag{3.19}
\end{gather*}
$$

where $A=\rho+v \xi$
Proof. The proof of the theorem can be established by following the same steps as that of the above theorem. So we omit the details here.

## Image formulas related to Whittaker transform

Theorem 3.9. Let $\Re(\xi)>0, \Re(v)>0, \Re(\gamma)>0$,
$\mathfrak{R}(\lambda)>0, \mathfrak{R}(\delta \pm \eta)>-\frac{1}{2}$ be such that
$\mathfrak{R}(\rho+v \xi)>\max \left\{0, \mathfrak{R}\left(\alpha+\alpha^{\prime}+\beta-\gamma\right), \mathfrak{R}\left(\alpha^{\prime}-\beta^{\prime}\right)\right\}$ is satisfied, then the following Whittaker transform formula holds:

$$
\begin{gather*}
\int_{0}^{\infty} z^{\delta-1} e^{-\frac{z}{2}}\left[W_{\sigma, \eta}\left(I_{0+}^{\alpha, \alpha^{\prime}, \beta, \beta^{\prime}, \gamma} t^{\rho-1}{ }_{0}^{a} N_{p, q}^{\lambda, \xi}\left(z t^{v}\right)\right)(x)\right] d z \\
=x^{A-\alpha-\alpha \prime+\gamma-1} \sum_{n=0}^{\infty} \frac{\prod_{j=1}^{q} \Gamma\left(b_{j}\right)}{\prod_{i=1}^{p} \Gamma\left(a_{i}\right)} \\
{ }_{p+6} \psi_{q+5}\left[\begin{array}{c}
\left(a_{1}, 1\right), \ldots,\left(a_{p}, 1\right),(A, v),\left(A+\beta^{\prime}-\alpha^{\prime}, v\right),(1,1) \\
\left(b_{1}, 1\right), \ldots\left(b_{q,}, 1\right),\left(A+\beta^{\prime}, v\right),\left(A+\gamma-\alpha-\alpha^{\prime}, v\right) \\
\left(A+\gamma-\alpha-\alpha^{\prime}-\beta, v\right),(B+\eta, 1),(B-\eta, 1) \\
\left(A+\gamma-\beta-\alpha^{\prime}, v\right),(\xi+1, \lambda),(B-\sigma, 1)
\end{array} a x^{v}\right]
\end{gather*}
$$

where $A=\rho+v \xi$ and $B=\delta+\xi+\frac{1}{2}$
Proof. Taking the LHS of (3.20) as J, and using (2.15) we get
$\mathcal{J}=\int_{0}^{\infty} z^{\delta-1} e^{-\frac{z}{2}}\left[W_{\sigma, \eta}\left(I_{0+}^{\alpha, \alpha^{\prime}, \beta, \beta^{\prime}, \gamma} t^{\rho-1}\right.\right.$
$\left.\left.\sum_{n=0}^{\infty} \frac{\left(a_{1}\right)_{n},\left(a_{2}\right)_{n}, \ldots,\left(a_{p}\right)_{n} a^{n} z^{n+\xi}}{\left(b_{1}\right)_{n},\left(b_{2}\right)_{n}, \ldots,\left(b_{q}\right)_{n} \Gamma(\lambda n+\xi+1)}\left(t^{v}\right)^{n+\xi}\right)(x)\right] d z$
Applying (3.2) in (3.21) we get

$$
\begin{aligned}
\mathcal{J}= & \int_{0}^{\infty} z^{\delta+n+\xi-1} e^{-\frac{z}{2}} W_{\sigma, \eta}\left\{x^{A-\alpha-\alpha^{\prime}+\gamma-1}\right. \\
& \times \sum_{n=0}^{\infty} \frac{\left(a_{1}\right)_{n},\left(a_{2}\right)_{n}, \ldots,\left(a_{p}\right)_{n} \Gamma(n+1)}{\left(b_{1}\right)_{n},\left(b_{2}\right)_{n}, \ldots,\left(b_{q}\right)_{n} \Gamma(\lambda n+\xi+1)} \frac{\left(a x^{v}\right)^{n}}{n!} \\
& \left.\times\left[\frac{\Gamma(A+v n) \Gamma\left(A+\gamma-\alpha-\alpha^{\prime}-\beta+v n\right) \Gamma\left(A+\beta^{\prime}-\alpha^{\prime}+v n\right)}{\Gamma\left(A+\beta^{\prime}+v n\right) \Gamma\left(A+\gamma-\alpha-\alpha^{\prime}+v n\right) \Gamma\left(A+\gamma-\beta-\alpha^{\prime}+v n\right)}\right]\right\} d z
\end{aligned}
$$

where $A=\rho+v \xi$
Interchanging the order of integration and summation and applying (2.17) we get
$\mathcal{J}=x^{A-\alpha-\alpha^{\prime}+\gamma-1} \sum_{n=0}^{\infty} \frac{\left(a_{1}\right)_{n},\left(a_{2}\right)_{n} \ldots,\left(a_{p}\right)_{n} \Gamma(n+1)}{\left(b_{1}\right)_{n},\left(b_{2}\right)_{n}, \ldots,\left(b_{q}\right)_{n} \Gamma(\lambda n+\xi+1)} \frac{\left(a x^{v}\right)^{n}}{n!}$
$\times\left[\frac{\Gamma(A+v n) \Gamma\left(A+\gamma-\alpha-\alpha^{\prime}-\beta+v n\right) \Gamma\left(A+\beta^{\prime}-\alpha^{\prime}+v n\right) \Gamma(B+\eta+n) \Gamma(B-\eta+n)}{\Gamma\left(A+\beta^{\prime}+v n\right) \Gamma\left(A+\gamma-\alpha-\alpha^{\prime}+v n\right) \Gamma\left(A+\gamma-\beta-\alpha^{\prime}+v n\right) \Gamma(B-\sigma+n)}\right]$
where $A=\rho+v \xi$ and $B=\delta+\xi+\frac{1}{2}$
Interpreting the right hand side of (3.22) in view of (2.10) we arrive at the required result.

Theorem 3.10. Let $\mathfrak{R}(\xi)>0, \mathfrak{R}(v)>0, \Re(\gamma)>0$,
$\mathfrak{R}(\lambda)>0, \mathfrak{R}(\delta \pm \eta)>-\frac{1}{2}$ be such that
$\mathfrak{R}(1-\gamma-\rho-v \xi)<1+\min \left\{\Re(-\beta), \mathfrak{R}\left(\alpha+\alpha^{\prime}-\right.\right.$ $\left.\gamma), \mathfrak{R}\left(\alpha+\beta^{\prime}-\gamma\right)\right\}$ is satisfied, then the following Whittaker transform formula holds:

$$
\begin{gathered}
\int_{0}^{\infty} z^{\delta-1} e^{-\frac{z}{2}}\left[W_{\sigma, \eta}\left(I_{0-}^{\alpha, \alpha^{\prime}, \beta, \beta^{\prime}, \gamma} t^{-\gamma-\rho}{ }_{0}^{a} N_{p, q}^{\lambda, \xi}\left(z t^{-v}\right)\right)(x)\right] d z \\
=x^{-A-\alpha-\alpha \prime} \sum_{n=0}^{\infty} \frac{\prod_{j=1}^{q} \Gamma\left(b_{j}\right)}{\prod_{i=1}^{p} \Gamma\left(a_{i}\right)}
\end{gathered}
$$

$$
\times_{p+6} \psi_{q+5}\left[\begin{array}{c}
\left(a_{1}, 1\right), \ldots\left(a_{p}, 1\right),\left(A+\alpha+\beta^{\prime}, v\right),\left(A+\alpha+\alpha^{\prime}, v\right) \\
\left(b_{1}, 1\right), \ldots\left(b_{q}, 1\right),\left(A+\alpha+\alpha^{\prime}+\beta^{\prime}, v\right),(A+\gamma, v)
\end{array}\right.
$$

$$
\left.\begin{array}{l}
(A-\beta+\gamma, v),(1,1),(B+\eta, 1),(B-\eta, 1)  \tag{3.23}\\
(A+\alpha-\beta+\gamma, v),(\xi+1, \lambda),(B-\sigma, 1)
\end{array} a x^{-v}\right]
$$

where $A=\rho+v \xi$ and $B=\delta+\xi+\frac{1}{2}$
Proof. The proof of the theorem can be established by following the same steps as that of the above theorem. So we omit the details here.

Theorem 3.11. Let $\mathfrak{R}(\xi)>0, \mathfrak{R}(v)>0, \mathfrak{R}(\gamma)>0$, $\mathfrak{R}(\lambda)>0, \mathfrak{R}(\delta \pm \eta)>-\frac{1}{2}$ be such that $\mathfrak{R}(\rho+v \xi)>\max \left\{0, \mathfrak{R}\left(\gamma-\alpha-\alpha^{\prime}-\beta\right), \mathfrak{R}(\beta-\alpha)\right\}$ is satisfied then the following Whittaker transform formula holds:

$$
\left.\left.\begin{array}{c}
\int_{0}^{\infty} z^{\delta-1} e^{-\frac{z}{2}}\left[W_{\sigma, \eta}\left(D_{0+}^{\alpha, \alpha^{\prime}, \beta, \beta^{\prime}, \gamma} t^{\rho-1}{ }_{0}^{a} N_{p, q}^{\lambda, \xi}\left(z t^{v}\right)\right)(x)\right] d z \\
=x^{A+\alpha+\alpha^{\prime}-\gamma-1} \sum_{n=0}^{\infty} \frac{\prod_{j=1}^{q} \Gamma\left(b_{j}\right)}{\prod_{i=1}^{p} \Gamma\left(a_{i}\right)} \\
\times{ }_{p+6} \psi_{q+5}\left[\begin{array}{c}
\left(a_{1}, 1\right), \ldots\left(a_{p}, 1\right),(A, v),\left(A-\gamma+\alpha+\alpha^{\prime}+\beta^{\prime}, v\right) \\
\left(b_{1}, 1\right), \ldots\left(b_{q}, 1\right),(A-\beta, v),\left(A-\gamma+\alpha+\alpha^{\prime}, v\right)
\end{array}\right. \\
\left.(A-\beta+\alpha, v),(B+\eta, 1),(B-\eta, 1),(1,1) ; a x^{v}\right]  \tag{3.24}\\
\left(A-\gamma+\beta^{\prime}+\alpha, v\right),(\xi+1, \lambda),(B-\sigma, 1)
\end{array}\right] \text { where } A=\rho+v \xi \text { and } B=\delta+\xi+\frac{1}{2}\right)
$$

Proof. Taking the LHS of (3.24) as $\mathcal{J}$, and using (2.15) we get
$\mathcal{J}=\int_{0}^{\infty} z^{\delta-1} e^{-\frac{Z}{2}}\left[W_{\sigma, \eta}\left(D_{0+}^{\alpha, \alpha^{\prime}, \beta, \beta^{\prime}, \gamma} t^{\rho-1}\right.\right.$
$\left.\left.\sum_{n=0}^{\infty} \frac{\left(a_{1}\right)_{n},\left(a_{2}\right)_{n}, \ldots,\left(a_{p}\right)_{n} a^{n} z^{n+\xi}}{\left(b_{1}\right)_{n},\left(b_{2}\right)_{n}, \ldots,\left(b_{q}\right)_{n} \Gamma(\lambda n+\xi+1)}\left(t^{v}\right)^{n+\xi}\right)(x)\right] d z$
Applying (3.6) in (3.25) we get
$\mathcal{J}=\int_{0}^{\infty} z^{\delta+n+\xi-1} e^{-\frac{z}{2}} W_{\sigma, \eta}\left\{x^{A-\alpha-\alpha^{\prime}+\gamma-1}\right.$
$\times \sum_{n=0}^{\infty} \frac{\left(a_{1}\right)_{n},\left(a_{2}\right)_{n}, \ldots,\left(a_{p}\right)_{n} \Gamma(n+1)}{\left(b_{1}\right)_{n},\left(b_{2}\right)_{n}, \ldots,\left(b_{q}\right)_{n} \Gamma(\lambda n+\xi+1)} \frac{\left(a x^{v}\right)^{n}}{n!}$
$\left.\left[\begin{array}{c}\Gamma(A+v n) \Gamma\left(A-\gamma+\alpha+\alpha^{\prime}+\beta^{\prime}+v n\right), \Gamma(A-\beta+\alpha+v n) \\ \Gamma(A-\beta+v n) \Gamma\left(A-\gamma+\alpha+\alpha^{\prime}+v n\right), \Gamma\left(A-\gamma+\beta^{\prime}+\alpha+v n\right)\end{array}\right]\right\} d z$
where $A=\rho+v \xi$
Interchanging the order of integration and summation and applying (2.17) we get

$$
\left.\begin{array}{c}
\mathcal{J}=x^{A+\alpha+\alpha^{\prime}-\gamma-1} \sum_{n=0}^{\infty} \frac{\left(a_{1}\right)_{n}\left(a_{2}\right)_{n}, \ldots,\left(a_{p}\right)_{n} \Gamma(n+1)}{\left(b_{1}\right)_{n,\left(b_{2}\right)_{n}, \ldots,\left(b_{q}\right){ }_{n} \Gamma(\lambda n+\xi+1)} \frac{\left(a x^{v}\right)^{n}}{n!}} \\
\times\left[\begin{array}{l}
\Gamma(A+v n) \Gamma\left(A-\gamma+\alpha+\alpha^{\prime}+\beta^{\prime}+v n\right) \\
\Gamma(A-\beta+v n) \Gamma\left(A-\gamma+\alpha+\alpha^{\prime}+v n\right)
\end{array}\right. \\
\Gamma(A-\beta+\alpha+v n) \Gamma(B+\eta+n) \Gamma(B-\eta+n)  \tag{3.26}\\
\Gamma\left(A-\gamma+\beta^{\prime}+\alpha+v n\right) \Gamma(B-\sigma+n)
\end{array}\right], ~ \$ 3.2
$$

where $A=\rho+v \xi$ and $B=\delta+\xi+\frac{1}{2}$
Interpreting the right hand side of (3.26) in view of (2.10) we arrive at the required result.

Theorem 3.12. Let $\mathfrak{R}(\xi)>0, \mathfrak{R}(v)>0, \mathfrak{R}(\gamma)>0$,
$\mathfrak{R}(\lambda)>0, \mathfrak{R}(\delta \pm \eta)>-\frac{1}{2}$ be such that
$\mathfrak{R}(1-\gamma-\rho-v \xi)<1+\min \left\{\Re(-\beta), \mathfrak{R}\left(\alpha+\alpha^{\prime}-\right.\right.$ $\left.\gamma), \mathfrak{R}\left(\alpha+\beta^{\prime}-\gamma\right)\right\}$ is satisfied then the following Whittaker transform formula holds:

$$
\begin{gather*}
\int_{0}^{\infty} z^{\delta-1} e^{-\frac{z}{2}}\left[W_{\sigma, \eta}\left(D_{0-}^{\alpha, \alpha^{\prime}, \beta, \beta^{\prime}, \gamma} t^{\gamma-\rho}{ }_{0}^{a} N_{p, q}^{\lambda, \xi}\left(z t^{-v}\right)\right)(x)\right] d z \\
=x^{-A+\alpha+\alpha^{\prime}} \sum_{n=0}^{\infty} \frac{\prod_{j=1}^{q} \Gamma\left(b_{j}\right)}{\prod_{i=1}^{p} \Gamma\left(a_{i}\right)} \\
\times_{p+6} \psi_{q+5}\left[\begin{array}{c}
\left(a_{1}, 1\right), \ldots\left(a_{p}, 1\right),\left(A-\alpha-\alpha^{\prime}, v\right),\left(A-\beta-\alpha^{\prime}, v\right) \\
\left(b_{1}, 1\right), \ldots\left(b_{q,} 1\right),\left(A-\alpha-\alpha^{\prime}-\beta, v\right),(A-\gamma, v) \\
\left(A+\beta^{\prime}-\gamma, v\right),(1,1),(B+\eta, 1),(B-\eta, 1) \\
\left(A-\alpha^{\prime}+\beta^{\prime}-\gamma, v\right),(\xi+1, \lambda),(B-\sigma, 1)
\end{array}\right] \\
\text { where } A=\rho+v \xi \text { and } B=\delta+\xi+\frac{1}{2} \tag{3.27}
\end{gather*}
$$

Proof. The proof of the theorem can be established by following the same steps as that of the above theorem. So we omit the details here.

## IV. CONCLUSION

In this paper we presented the different generalized theorems associated with the generalized fractional operators given by Marichev-Saigo Maeda. We implement the generalized fractional operators induced by Saego-Maeda using the Appell's $F_{3}($.$) function and establish the image formulas$ associated with the generalized Miller-Ross function in terms of the generalized Fox- Wright function. The main fractional operators operated on the generalized Miller-Ross function given in section III, are quite general in nature and can be specialized to yield the large number of simpler and different results. The main results may find the large number of applications in various fields of science and engineering.
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