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Abstract-In disease, cluster is an unusually high incidence of a particular disease or disorder occurring in close proximity in 

terms of both time and geography. Detecting the clusters of disease cases resulting from emerging disease outbreaks is an 

important part of spatial epidemiology because it is used to identifying hotspots and also environmental factors related with 

disease and thus guide for the investigation of etiology of diseases. These disease clusters can be as purely spatial or temporal 

or both spatial and temporal. The present work is aims on reviewing the methods for detecting the space time clusters.    
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I. INTRODUCTION 

 

Spatial clusters or hotspots of disease and health-related 

have brought significant attention in the recent past to public 

health researchers and policymakers. A disease cluster is a 

geographical construct that can be identified, visualized and 

explored using GIS and spatial analysis methods based on 

the information on unusual number of cases within a 

population, place, and time period. Disease clusters can 

provide evidences to disease etiology and disease behaviors, 

local environmental or social characteristics that stimulate 

increased risk. Based on these one may develop selectively 

targeting active interventions to hotspot areas. In the past 

two decades, several methods for detecting disease clusters 

have developed that uses more robust statistical formulation 

and spatial search processes for accurately detecting disease 

hotspots. This article selectively reviews recent 

developments in detecting space time clusters. 

 

Methods for detecting spatial clusters comprised of a 

geographical search method used to identify local 

concentrations of disease cases to be tested for clustering 

that scan the study area at regularly spaced intervals. 

(Cromley, E [1] and Shi [2]).  

 

Also, in spatial searching the size and configuration of the 

search window/filter within which the clusters are detected 

is to be determined. In some methods, the window forms are 

like circle or ellipse etc., and some other methods employ a 

predefined spatial weights matrix to identify the zone   in 

which clusters may be detected.  

 

 

Cluster detection techniques also involve methodologies 

based on statistical or other criteria for determining if the 

local concentration of disease is unusual or significantly 

higher than expected. These testing procedures include 

spatial and GIS characteristics of local population and 

environment that might influence occurrence of clusters. 

Factors like uneven population distribution, transportation 

network and topography etc., are also important for this 

geographical search. 

 

II. SPACE-TIME CLUSTER DETECTION METHODS 

 

Earlier, local disease cluster detection methods utilize the 

tools like the geographical analysis machine (GAN) 

(Openshaw, Charlton, and Craft, [3]), the Besag and Newell 

method (Besag and Newell [4]) Disease Mapping and 

Analysis Program (DMAP) (Rushton and Loloins, [5]), the 

spatial scan statistic (Kulldorff, [6]) etc., which are dealt 

with detecting spatial disease clusters. Later, the time factor 

has been added and the methods for detecting disease 

clusters over space and time were developed. 

 

III. METHODS USING DIFFERENT SCAN WINDOW 

SHAPES 

 

For scanning in a space time cube for detecting significant 

spatio-temporal clusters, An extension of spatial scan 

statistics was made by Kulldorff [7] by adding the time 

factor which uses cylindrical window. The domain 

cylindrical Z is defined as, 

  {              
         

             } 
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where, (     ) is the geographical centre of the domain,   is 

the radius of the domain, and [     ]is the domain period. 

 

The radius varies continuously in size and the base is 

centered around one of several possible centroids located 

throughout the study region. The study period as a whole, as 

well as the height reflects any possible time interval of less 

than or equal to half the total study period.  For each 

possible time interval the window is then moved in space 

and time for each possible geographic location and size it 

visits.  

 

By jointly covering the entire study region, an infinite 

number of overlapping cylinders of different size and shape 

are acquired. The pre-selection of the cluster alarm is 

accounted for in terms of both cluster location and cluster 

size with each cylinder reflecting a possible cluster. 

 

Based on the null hypothesis that the number of cases is 

assumed to be Poisson dispensed with constant risk over 

space and time and the likelihood is studied for each 

cylinder. The cylinder with the maximum probability, and 

with more than its expected number of cases, is given the 

most likely cluster. 

 

Conditioning on the total number of cases observed, 

confounding variables can be adjusted for by calculating the 

expected number of cases in each area and time period 

through indirect standardization. The trend can be adjusted 

for by multiplying the confounder-adjusted expected number 

of cases for each census area and time period by the overall 

or national rate during that particular year, or by any 

proportion of that rate considering there is a temporal trend. 

 

The method proposed by Kulldorff [6]  used of cylindrical 

space-time windows for the detecting clusters can limit the 

fit to the disease being analyzed and the cylindrical shape 

cannot model growth or shrinkage of a cluster over time nor 

model its movement over the time. Hence the square 

pyramid shape was proposed by Iyenger [8] to overcome 

these drawbacks. The axis of the pyramid does not need to 

be orthogonal to the two spatial axes allowing the cluster to 

model movement of the disease. The pyramid is with square 

cross sections representing the included geographical area at 

each time in an interval. The pyramid cluster can be 

truncated (need not include the apex) and is allowed to either 

grow or shrink from the start to the end of the time interval. 

 

Shiode [9] developed a network-based search window that 

takes the form of a sub-network, or a collection of line 

segments, whose total length remains the same but its form 

changes and flexibly follows the structure of the network as 

it sweeps along. While a circular search window is used for 

sweeping across a study area defined by the 2D Euclidean 

plane, a network search window moves along a network and 

captures incidents that are found within the extent of the 

network search window in a single instance.  

 

Shiode S and Shiode N [10] proposed a street-level space-

time hotspot detection method to analyze crime incidents 

recorded at the street-address level and provide description 

of the micro-level variation of crime incidents over space 

and time. It expanse the notion of search-window techniques 

widely used in crime science by developing a method that 

can account for the spatial temporal distribution of crime 

incidents measured in network distance. 

 

The network-based search window covers part of the street 

network in such a way that its total length remains the same, 

while its space-time equivalent is formed by extruding it in 

the vertical direction. Since they have formed along the 

street network, both search windows are confined by the 

layout of the network and change their shape accordingly as 

they move along the network. 

 

In 2008, Takahashi [11] proposed a flexible space-time scan 

statistic which imposes a three dimensional prismatic 

window with an arbitrarily shaped base Z. For any given 

region i, the set of arbitrarily shaped bases consisting of k 

connected regions         including i are created. To 

avoid detecting a cluster of unlikely peculiar shape, the 

connected regions are restricted as the subset of the K-

nearest neighbors to the region i, where K = 1 implies the 

region i itself. Let                 denote the j-th window 

which is a set of k regions connected starting from the region 

i, where     is the number of j satisfying            

for        . Then, all the windows to be scanned are the 

prisms whose base is included in the set  

   {      |                   } 

 

with height in the set   {[         ]|     }. That 

is, for any given region i, the cylindrical scan statistic 

consider K concentric circles  for the base, whereas the 

flexible scan statistic consider K  concentric circles plus all 

the sets of connected regions including the single region i, 

whose centroids are located within the K-th largest 

concentric circle. 

 

Define L(W) as the likelihood under the alternative 

hypothesis that there is a cluster in the space-time window 

       where           and    the likelihood under 

the null hypothesis. Then, conditioning on the observed total 

number of cases, N, in the definition of the space-time scan 

statistic S is the maximum likelihood ratio overall possible 

windows W,  

  
   
   

{    }

  

    
   

{
    

  

} 

The window for which the likelihood ratio is maximized 

identifies the most likely cluster. 
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IV. METHODS ALLOWING CLUSTERS OF 

VARIOUS SHAPES 

 

Rogerson and Yamada [12] have developed a methodology 

for monitoring spatial pattern of diseases for the comparison 

of disease surveillance in which the univariate and 

multivariate cumulative sum methods were used.  

 

Let    represents the observed number of cases of disease in 

a given region during time period t. Assuming that    is 

approximately normally distributed, with mean equal to the 

expected number of cases   , and known variance   , the 

one-sided cumulative sum at time t is 

                     

     

where z is the standardized value of X. The parameter k is 

usually chosen to be equal to 0.5, the value of k minimizes 

the time to detect an increase of 2k standard deviations in the 

magnitude of the mean. The cumulative sum accumulates 

values of z that are in excess in k. when the cumulative sum 

(or cusum) exceeds a threshold, h, an alarm is sounded, 

indicating that the mean has increased.  

 

The univariate approach consists of simultaneously and 

independently monitoring the disease rate in each region; the 

multivariate approach is used for accounting co-variation 

between the regions, and thus overcame the limitation of 

univariate approaches, that is their lack of ability to account 

for the spatial auto correlation of regional data. The 

multivariate methods are also having the limitation of 

difficulty in accurately specifying the multiregional 

covariance structure.  

 

Multivariate monitoring is based upon the cumulative 

difference between the observed and expected number of 

cases: 

   ∑        

        

 

where     and    are vectors of observed and expected 

counts at time j. If there are p regions then there would be p 

elements in each vector, corresponding to entries for each of 

the p regions. The vector of observed counts is assumed to 

be approximately multivariate normal. The quantity    

represents the number of time periods since the cumulative 

sum was last reset to zero.  

 The quantity monitored is           {  ‖  ‖     } 
                   

                         
where the norm of S is a scalar representing the multivariate 

distance of cumulated differences from the target ‖  ‖  

√  
       , where,   is the variance-covariance matrix 

associated with the p regions. The value of the parameter k is 

chosen to be equal to one of the multivariate distance from 

the target vector to the hypothesized vector.  

It is established that when the degree of spatial 

autocorrelation is low, the univariate method is generally 

better at detecting changes in rates that occur in a small 

number of regions; the multivariate is better when changes 

occurs in a large number of regions. 

 

Jacquez et al [13] defined a spatially and temporally local 

case-control cluster statistic, called   Q-Statistic for detecting 

case control clustering of residential histories given by, 

          ∑        

 

   

   

         {
 

                               
                       

          

 

This is the count, at time t, of the number of k nearest 

neighbors of case i that are cases, and not control. When i is 

a control    

         

 

For the     residential history, the sum, overall T+1 time 

points of the local spatial cluster statistic is       . Then then 

local clusters of residential histories are identified by the 

statistic, 

      ∑      

 

   

 

 

This is the number of cases that are k-nearest neighbors of 

the     residential history (a case), summed overall T+1 time 

points. It will be large when cases tend to cluster around the 

    case through time. The statistics will be evaluated for 

each of the cases to identify those cases with low p-values.  

 

In case control studies, the methods for analyzing space-time 

variation in risk usually ignore residential mobility. An 

improved approach for analyzing case control data for 

mobile individuals is suggested by Jacquez et al [14]. This is 

done by using time-dependent nearest neighbor 

relationships, the global, local and focused clustering of 

residential histories are quantified. The Q statistics 

suggested by Jacquez et al [13] for case control clustering of 

residential histories was taken and it is extended to account 

for risk factors and covariates and duration weights. The 

duration weighted version of statistic is 

       

    ∑              

 

   

 

This is the count of the numbers of cases with 

active exposure traces that are k-nearest neighbors of the 

focus at duration time  .  

     {
 

                                   
                               

          

 

This statistic may be tested for its significance 

evaluated by constructing exposure traces for the controls 
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and by then repeatedly allocating case-control identifiers 

across the N lifelines that are k-nearest neighbors of the 

focus in for the construction of the reference distribution for   

      
    

 

Cook, Gold, Li [15] proposed new spatial cluster detection 

method for repeated outcomes using cumulative geographic 

residuals.  Spatial methods developed so far focused on 

cross-sectional outcomes that are binary or continuous and 

this method is proposed for longitudinal outcomes.  The 

main advantage of this method is that information of study 

participant’s relocation can readily be incorporated.  

 

Another space-time variant which uses kernel density 

estimation and scan statistics was proposed by Tomoki 

Nakaya and Keiji Yano [16], giving the three dimensional 

disease mapping called space-time cubes. They have 

explored the possibility of three-dimensional mapping of 

crime events in space time cube with the aid of space-time 

variants of kernel density estimation and scan statistics for 

an effective interpretation of spatio-temporal patterns. The 

methodology proposed enables simultaneous visualization of 

the geographical extent and duration of clusters, by which 

stable ad transient space time clusters can be intuitively 

differentiated. The temporal inter-cluster associations 

showing that transient clusters alternatively appeared in a 

pair of hotspot regions are also revealed through this 

method. This method is applied to crime epidemiology from 

a data set of space-time events.  The space time kernel 

density estimate proposed by Brunsdon et al. [17] is used, 

which is given by, 

 ̂        
 

   
   

∑  (
    

  

 
    

  

)  

 

(
    
  

) 

Where,   ̂        is theestimator of location 

density,        , n is the number of events, and    is the 

spatial bandwidths and    is the temporal bandwidths. 

 

Toshiro Tango et al [18] proposed a new space-time scan 

statistic which compares the observed number of cases with 

the unconditional expected number of cases, takes a time-to-

time variation of Poisson mean into account, and implements 

an outbreak model to capture localized emerging disease 

outbreaks more timely and correctly. It is stated that 

Kulldorff’s  and Takahashi et al.’s space-time scan statistics 

not suitable for syndromic surveillance, because (i) it uses 

conditional expected number of cases for detecting emerging 

disease outbreaks which is not relevant, (ii) it considers the 

hot-spot model which is less powerful in detecting 

outbreaks, as the temporal pattern of emerging disease 

outbreaks, usually has a gradual or steep increase in the 

number of cases under study in the initial stage and (iii) 

without taking in to account of Poisson mean or temporal 

overdispersion, the false alarm rate increases in the field of 

statistical process control. 

Consider the situations where an entire study area is divided 

into m regions (for example, counties, zip-codes, 

enumeration districts) with each region periodically 

reporting the number of cases     (for region i at time t)  of a 

disease or syndrome under study. The outbreaks that are 

present in the following T time intervals or temporal 

windows is given by 

   [         ]         

where T is a pre-specified maximum temporal length of the 

cluster or outbreak. It is assumed that under the null 

hypothesis of no outbreaks, the number of cases Nit in region 

i (i=1,…,m) at some surveillance time t follows an 

independent negative binomial distribution by taking the 

possibility of non eligible time-to-time variation of Poisson 

mean or temporal over dispersion, into account. The 

negative binomial distribution is given by, 

  {       |       }  

 
⌈         

⌈         
(

   

       

)
   

(
   

       

)
   

 

and            and  Var(            
             

The temporal overdispersion is given by 

            ⁄  

and     denote the parameter regulating overdispersion.   

 

Dong et al. [19] designed a grid-based method to detect 

irregular shaped space-time clusters, stating that regularly 

shaped clusters such as circular, elliptic and rectangular etc. 

cannot work well on irregularly shaped clusters. In Grid 

based Scan method, a cluster is asymptotically described by 

a set of connected grid cells and is computed by a fast 

greedy region-growing algorithm with elaborating cluster 

merging in the process. The time complexity of GridScan is 

linear to the number of grids, making it scalable to very 

large datasets. It is demonstrated that this approach greatly 

outperform when compared with existing ones in terms of 

accuracy, efficiency, and scalability.  

 

In GridScan, uses the density measures in prior arts, the 

likelihood function and for each region Z, the likelihood 

L(Z),  is calculated either under Bernoulli model or Poisson 

model.  

 

Let    denote the number of cases inside a region Z,    the 

global number of cases of the entire dataset,    the number 

of population inside, Z, and    is the global number of 

population of the dataset. When using the Bernoulli model, 

L(Z) is defined as follows.,  

     (
  

  

)
  

  (  
  

  

)
     

  (
     

     

)
     

 ( 

 
     

     

)
               

 

 When using the Poisson model, 

     (
  

     
)
  

 (
     

        
)
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where       
  

  
    denotes the expected number of cases 

inside Z under the null hypothesis. Z with 
  

  
 

     

     
 means 

more cases are observed than expected under the null 

hypothesis and Z with 
  

  
 

     

     
  represents the 

underdensity. Note that this method can be extended for 

prospective cluster detection also. 

 

Fanaee-T and Gama [20] have developed new methodology 

for disease clustering called Eigenspot method, instead of 

the usual method of exhaustive search over the space, 

tracking the changes in space time correlation structure. This 

new approach has more computational efficacy, and also 

makes no assumption about the data distribution, hotspot 

shape or the data quality. The primary idea is that joint 

combination of abnormal elements in the principal spatial 

and the temporal singular vectors, the location of hotspots in 

the spatiotemporal space can be approximated. It is claimed 

that the STScan methods are more complex in computation, 

associated with strong parametric model assumptions, which 

may be irrelavant in real time applications. Also their 

inefficient for reduction of irregular clusters and vulnerable 

against the noises and outliers. The new method consists of 

tracking the changes in the space time correlation structure 

using the Eigen-space technique without any parametric 

model assumptions or prior knowledge about the hotspots 

and hence suitable for detecting irregular shaped hotspots 

even from noisy datasets.  

 

In some situations, where the disease occurrences tend to 

cluster very irregularly shaped areas, the conventional 

circular, elliptical or square shaped scanning windows to 

discover disease clusters are not flexible. To overcome this 

problem, a new algorithm is proposed by              Sami Ullah 

[21] which uses a co-clustering strategy to prospective and 

retrospective space-time disease clusters with no restriction 

on shape and size. Instead of an in-depth search over space 

the proposed method detects space-time disease clusters by 

tracking the changes in space-time occurrence structure. In 

Kulldorff [6] method the likelihood ratio is calculated for 

each sub-region over each time point to allow for space-time 

cluster detection. The likelihood ratio scores can be 

organized in the form of a data matrix in which the rows 

indicate the sub-regions and the columns the time points. 

The Bregman Block Average Co-clustering algorithm 

(BBAC) is applied to the density matrix to get an optimum 

co-clustered matrix by the concurrent analysis of rows and 

columns similarity. 

 

The contents of the rows and columns associated with the 

largest element of the co-cluster matrix are combined to 

approximate the most likely clusters, while those of the rows 

and columns related to the second largest element are 

combined to approximate secondary clusters. This can be 

visualized on heat maps using different colors for the 

different clusters.  

 

This algorithm simultaneously partitions rows of a data 

matrix into clusters based on the similarities along all 

columns, and columns into clusters based on the similarity 

along all rows. It concurrently assigns rows into row-clusters 

and columns into column-clusters. By first initializing m 

row-clusters and n column-clusters, this method calculates 

the co-cluster matrix, where m and n are desired number of 

row-clusters and column-clusters respectively. The loss 

function taken is difference of the co-cluster matrix and the 

original matrix. To obtain an optimal co-clustered matrix, 

this difference is minimized by repeatedly allocating every 

row to the nearest row-cluster and every column to the 

nearest column-cluster until a convergence is seen. 

 

V. CONCLUSION 

 

Spatial cluster detection methods have developed 

significantly in the past decade. Improvements are made in 

terms of scanning window of flexible shapes and 

incorporating more related variables in the study. Different 

characteristics of spatial associations are also utilized for 

effective disease monitoring.  However by incorporating 

more information about the environmental, social and 

biological factors, cluster detection process and also 

surveillance would be made more meaningful. Also, more 

study and process-based understandings in particular with 

geographic contexts will greatly enhance the potential 

application the methods for public health planning, policy 

making and intervention. 
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