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Abstract— A bivariate discrete distribution is introduced by transforming a bivariate continuous random vector. Continuous 

random vector has been transformed to a discrete random vector by considering integer part of the components of continuous 

random vector. Freund bivariate exponential distribution is considered and corresponding bivariate discrete distribution is 

obtained. The methodology used is simple and can be applied to generate variety of bivariate/multivariate discrete 

distributions. 
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I.  INTRODUCTION  

In the last few decades research dealing with discrete 

distributions obtained by discretizing a continuous 

distributions. Recently, Gomez-Deniz et al. [1] obtained a 

discrete version of the half-normal distribution and reported 

its generalization with applications. Bivariate discrete 

distributions like Poisson, Geometric, and Binomial etc. play 

a vital role in analyzing real life situations. The different 

bivariate distributions are available in the literature. The 

bivariate Poisson distribution available in the literature due 

to Holgate [2] and Teicher [3] considers non-trivial cases of 

multivariate Poisson distribution. There are so many ways to 

construct bivariate discrete distributions. In the literature, 

numerous truncated versions of bivariate discrete 

distributions have been studied. Hamdan [4] and Dahiya [5] 

have considered truncated bivariate Poisson distribution. 

Some other methods to construct bivariate discrete 

distributions are convolution and copula. The best references 

of different copula and an extensive account of bivariate 

discrete distributions are Kocherlakota and Kocherlakota [6] 

and Johnson et al. [7]. Lakshminarayana et al. [8] have 

proposed a bivariate Poisson  distribution as a product of 

Poisson marginals with taking an account of positive, zero or 

negative correlation between two variables depends on 

multiplicative factor parameter. Supanekar and Shirke [9] 

have proposed a new bivariate generalized power series 

distribution. Vanitha et al. [10] are proposed a bivariate beta 

mixture model for segmenting the medical images by 

considering the Bivariate features. 

In this paper we construct bivariate discrete distribution from 

bivariate continuous distribution by taking integer part of 

variables. Rest of the paper is organized as follows; the next 

Section II contributes to construction of bivariate discrete 

distribution by taking integer part of variables of bivariate 

exponential distribution due to Freund [11]. Section III 

describes the marginal probability mass functions obtained 

from bivariate discrete distribution introduced in Section II. 

In the last Section IV concludes research work.  

 

II. BIVARIATE DISCRETE DISTRIBUTION 

Suppose random vector (U, V) has bivariate exponential 

distribution given by Freund [11] with probability density 

function 
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In the following we discuss bivariate discrete distribution 

derived from Freund bivariate exponential distribution given 

in (1) 

 

Theorem 1.  
 

Let X be the integer part of U and Y be the integer part of V, 

then the joint probability mass function of (X, Y) is given by 
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Proof :  We divide the sample space into three disjoint 

regions as follows 

 

Case I:  R1 = {(x; y) : x < y}. 

Equivalently, R1 = {(u; v) : 0 < u < v } 

 

Case II:  R2 = {(x; y) : y < x}. 

 Equivalently, R2 = {(u; v) : 0 < v <u } 

 

Case III:  R3 = {(x; y) :  x = y}. 

  Equivalently, R3 = {(u; v) : 0 < u < v or   0 < v <u } 

 

In the following joint probability mass function of (X, Y) is 

obtained for each region. 

 

Case I :  Let (x, y) R1.  Then 

)1,1(),(  yVyxUxPyYxXP  

dvduvuf
y

y

x

x
.),(

11





 

dvdue
y

y

uv
x

x
.

1
)(/

21

1 /
221

/
2









 

                            

).1)(1(
)(

)()(

/

2

1
/
2

/
2

/
2

/
2 



 



 eee

xy

   

   (3) 

 

Case II :  Let (x, y) R2.  Then 
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Case III :  Let (x, y) R3.  Then 
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(5) 

 

From equations in (3) to (5), we get the joint probability 

mass function given in (2).  

 

 

III. MARGINAL PROBABILITY MASS 

FUNCTIONS 

In this Section, we discuss marginal distributions of bivariate 

discrete distribution given in (2) 

 

Lemma 1.  
 

1) Marginal probability mass function of X is given by 
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2) Marginal probability mass function of Y is given by 
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Proof: The marginal probability mass function of X is given 

by 
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Now, 
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Putting S1, S2 and S3 in (8) we get, 
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Hence marginal probability mass function of X is given by 
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Similarly marginal probability mass function of Y is given 

by 
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Hence proof. 

 

Remark 1: 

By letting,  
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The marginal probability mass function of X and Y can be  

rewritten as 

  The marginal probability mass function of X is given by 
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And marginal probability mass function of Y is given by 
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Here we get weighted geometric distributions. 
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IV. CONCLUSION 

In this paper a bivariate discrete distribution is introduced. 

This distribution is constructed by transforming a bivariate 

continuous random vector to a bivariate discrete random 

vector. Continuous random vector has been transformed to a 

discrete random vector by considering integer part of the 

continuous random vector. Freund bivariate exponential 

distribution is considered and corresponding bivariate 

discrete distribution is obtained. This bivariate discrete 

distribution is new in the literature. Marginal distributions of 

newly defined bivariate discrete distribution are also derived. 

There is wide scope to study this newly defined bivariate 

discrete distribution. 
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