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Abstract-  Singh et al. (2017) have developed calibration estimators of population mean in two-stage stratified random 

sampling by calibrating integrated sampling design weight when the auxiliary information is available at element (second stage 

unit) level for the entire population. Obviously, if the auxiliary information is available at the element level for entire 

population, then population mean/total of the auxiliary variable is also known. In the present paper, double (two-steps) 

calibration estimators of the population mean have been developed by calibrating integrated sampling design weight at first 

step and calibrating stratum weight at the second step using known population total/mean of the auxiliary variable. A limited 

simulation study with real data has been conducted to examine the relative performance of the calibration estimators over the 

usual estimator of the population  mean  without   using  auxiliary   information  in  two-stage   stratified random sampling. It 

has been found from the results of simulation study that double (two-steps) calibration estimator has brought considerable 

improvement in the precision of the estimate of population mean. 
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I. INTRODUCTION 

 

Deville and Särndal (1992) made use of known population totals of auxiliary variables related to the study variate to calibrate 

sampling design weight for improving Horvitz-Thompson estimator  of  population  total of  the variable  of interest.  Several  

research  workers have made  significant contribution in this area. Särndal (2007) and Kim and Park (2010) have presented a 

comprehensive review of the work in calibration estimation in sample surveys. Calibration approach based estimation of 

population total has been extended to stratified random sampling by Singh et al. (1998), Tracy et al. (2003), Kim et al. (2007), 

Singh and Arnab (2011), Sinha et al. (2016) etc. Aditya et al. (2016) have developed calibration approach based regression 

type estimator of population total in two-stage sampling when the auxiliary information related to the study variate is available 

at primary stage unit (psu) level. Mourya et al. (2016) have also developed calibration estimator in two-stage sampling when 

the auxiliary information is available at second stage unit (ssu) level for selected psu(s). Recently, Singh et al. (2017) have 

developed calibration estimators of population mean in two-stage stratified random sampling by calibrating integrated 

sampling design weight when the auxiliary information is available at element (ssu) level for the entire population. Obviously, 

if the auxiliary information is available at the element level for entire population, then population mean/total of the auxiliary 

variable is also known. In the present paper, double (two-steps) calibration estimators of the population mean have been 

developed by (i) Calibrating integrated sampling design weight at first step, and (ii) calibrating stratum weight at the second 

step using known population total/mean of the auxiliary variable in section-4., their variances are derived and properties are 

discussed. Rest of the paper is organized as follows; the usual estimator of population mean in two-stage stratified sampling 

without using the auxiliary information is described in section-2. Development of one-step  calibration estimator in two-stage 

stratified random sampling is described in section-3. A simulation study with real data has been conducted to examine the 

relative performance of the estimators  in section-5. A concluding remark has been presented in section-6.  

 

II. THE USUAL ESTIMATOR OF POPULATION MEAN IN TWO-STAGE STRATIFIED RANDOM SAMPLING 

WITHOUT USING AUXILIARY INFORMATION 

http://www.isroset.org/
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 Let the population of elements ),..........3,2,1( NKU   is partitioned into 
INi UUUUU ,.......,.......,, 321  psu’s. The 

population of psu’s is denoted by IU ).............,( 21 INi UUUU . The size of iU  is denoted by iN . So, we have 

i
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i
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  and 
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
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i

iNN
1

. Let the population of psu’s 
IU is stratified into G  strata, i.e Gg,.......,......3,2,1 . The size of 

the 
thg  stratum is denoted as gN , i.e 

thg  stratum consists of gN  psu’s such that .
1
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,the average total of y per psu. 

At-first stage, a random sample gs of gn psu’s from  gN  psu’s in 
thg  stratum is drawn according to sampling 

design (.)gP  with the inclusion probabilities gi  and gij  at psu level.  

At-second stage, we draw a random sample is  of size in  elements from the selected 
thi  psu in 

thg
 
 stratum 

).........3,2,1( gni  according to design )(iP with inclusion probabilities igk    and  igkl  . 

We also define    
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                                                           (2.1)

                    
 

 The objective to estimate is the population mean 
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where 
N

N go

g  , stratum weight, such that  1
1




G

g

g                            

                                                            

 

The usual Horvitz-Thompson estimator of (HT)  ygt  is given by 

   
g is s

ygikgik

gog

HTyg ta
NN

t
1ˆ                               (2.3)   

where igkgigik aaa  , 

gi

gia


1
 , 

igk

igka
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1
 . 

The above estimator can be alternatively expressed as                                

                         
 

gog

HTyg

HTyg
NN

t
t

ˆ
ˆ                                               (2.4) 
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s
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is the HT estimator of ygit .                                                                       

The variance of   HTygt̂  can be written as sum of two components as per Särndal et al.  (1992)  
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The first component psuV   is unbiasedly estimated by 
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The second component ssuV  is unbiasedly estimated by  
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                                         (2.8) 

Now, the estimator of yt in stratified random sampling is given by  
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             



G

g

HTyggy tt
1

ˆˆ
                                        (2.9) 

The variance of  yt̂  is given by 

           



G

g

HTyggy tVtV
1

2 )ˆ(ˆ
, where   HTygtV ˆ

 is given in (2.5).                       (2.10) 

 The estimator of variance of  yt̂  is given by 

         



G

g

HTyggy tVtV
1

2 )ˆ(ˆˆˆ

 

, where   HTygtV ˆˆ  is given in (2.8).                         (2.11) 

If the sampling design is simple random sampling without replacement (SRSWOR) denoted as SI, the estimator  SIygt̂  under 

SRSWOR is given by  
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The variance of   SIygt̂  is given by  
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The unbiased variance estimator is given by  

        









gn

i

ygi

gii

igi

gg

byg

gg

gg

SIyg s
Nn

nN

Nn
s

Nn

nN
tV

1

22 1ˆˆ                                             (2.14) 

 where  
2

1

2 ˆˆ
1

1





















gn

i

ygygi

go

gi

g

byg tt
N

N

n
s and 




















in

k

ygiygik

go

gi

i

ygi tt
N

N

n
s

1

2

2 ~

1

1
, 




in

k

ygik

go

gi

i

ygi t
N

N

n
t

1

1~
. 

The estimator yt̂ in SRSWOR can be expressed as  

          



G

g

SIyggSIy tt
1

ˆˆ
, where  SIygt̂  is given in above equation (2.12).                   (2.15) 

The variance of   SIygt̂  is given by 

       



G
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1
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 is given in (2.13).                         (2.16) 

 The unbiased variance estimator is given by  
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
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G

g

SIyggSIy tVtV
1

2 ˆˆˆˆ , where   SIygtV ˆˆ  is given in  (2.14).                    (2.17) 

III. CALIBRATION ESTIMATOR OF POPULATION MEAN IN TWO-STAGE STRATIFIED RANDOM 

SAMPLING WHEN AUXILIARY INFORMATION IS AVAILABLE AT SSU LEVEL 
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We follow the notations and definitions as described section-2. Consider that the auxiliary information xgikt related to the study 

variate ygikt is available at ssu level corresponding to 
thk  elements of 

thi  psu in 
thg stratum. The psu total of x  is therefore 

automatically obtained, i.e 



giN

k

xgikxgi tt
1

 for 
thi psu. Let 

 


g giN

i

N

k

xgikxg tt
1 1

be the total of x  for 
thg stratum.  

The usual Horvitz-Thompson estimator of ygt  without using auxiliary information given in (2.3) reproduced here is  

                     
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ygikgik

gog

HTyg ta
NN

t
1ˆ                                                  (3.1) 

where igkgigik aaa  , which is an integrated weight. We want to calibrated gika .Let gikw be the 

integrated calibrated weight and therefore, the calibrated estimator of  ygt  is given by 
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We find out the gikw  by minimizing the chi-square distance measure 
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Putting the value of gikw in above equation (3.2), we get 

      



















g i g i

g i

g i

s s s s

xgikgik

gog

xg

s s

xgikgikgik

s s

ygikxgikgikgik

ygikgik

gog

c

yg ta
NN

t
taq

ttaq

ta
NN

t
11ˆ

2

 

 

              HTxgxggHTyg ttBt ˆˆˆ                                                                                         (3.6) 
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Now, the calibration estimator of yt in two-stage stratified random sampling is given by 
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Under SRSWOR (say, SI) and for 

xgik

gik
t

q
1

  , we shall show that estimator 
c

yt̂ given in (3.7) reduces to separate ratio 

estimator in two-stage stratified random sampling. From (3.7), we can write 
c

yt̂  under SRSWOR as 

   
c

SIyg

G

g

g

c

SIy tt ˆˆ

1






 

 

  
 





























G

g

xgi

s go

gi

g

xgSIgygi

s go

gi

g

g t
N

N

n
tBt

N

N

n
gg1

2
ˆ1ˆˆ1

  , 

where   

xgi

s go

gi

g

ygi

s go

gi

g

SIg

t
N

N

n

t
N

N

n
B

g

g

ˆ1

ˆ1

ˆ
2




   





G

g

xg

xg

yg

g t
t

t

1
ˆ

ˆ
, where ygi

s go

gi

g

yg t
N

N

n
t

g

ˆ1ˆ   and xgi

s go

gi

g

xg t
N

N

n
t

g

ˆ1ˆ  .                (3.8) 

Following the procedure given by Sukhatme et al. (1984), the approximate variance of   
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     



G

g

c

SIygg

c

SIy tVtV
1

2 ˆˆ
 

  
  












































G

g

gi

gii

N

i

gi

gg

bxggbxyggbyg

gg

g D
Nn

u
Nn

SRSRS
Nn

g

1

2

2

1

22222 111
2

11

                           (3.9) 



  Int. J. Sci. Res. in Mathematical and Statistical Sciences                                                Vol. 5(6), Dec 2018, ISSN: 2348-4519 

  © 2018, IJSRMSS All Rights Reserved                                                                                                                                   202 

where 
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The approximate variance of  
c

SIyt̂
 
can alternatively be written as
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The approximate estimator of variance of   
c

SIyt̂  is given by  
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The approximate estimator of variance of  
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SIyt̂
 
can alternatively be written as 
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IV. DEVELOPMENT OF DOUBLE (TWO-STEPS) CALIBRATION ESTIMATOR OF POPULATION MEAN IN 

TWO-STAGE   STRATIFIED RANDOM SAMPLING WHEN BOTH STRATUM WEIGHTS AND DESIGN 

WEIGHTS AT PSU LEVEL ARE CALIBRATED 

The calibrated estimator of  yt
 
is given by 
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Now, we want to calibrate stratum weight g . Let g be the calibrate weight of g . Therefore, two-steps calibration 

estimator is proposed as 
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where 1 and 2   are Lagrange multiplier. Differentiation equation (4.4) with respect to 
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Putting the value of 
'

g  in equation (4.2), then the estimator of 
cc

yt reduces as 
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 The calibration estimator for 1gq , reduces as 
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The conditional approximate variance of 
cc

yt̂
 
for  given g is given by 
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 Following the Särndal et al. (1992) and Aditya et al. (2016), the variance of  
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The conditional approximate estimate of variance of 
cc

yt̂ for given g is given by 
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Under SRSWOR (say, SI), then calibration estimator for 1gq , reduces as 
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The conditional approximate variance of 
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for  given g is given by 
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The conditional approximate estimate of variance of 
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yt̂ for given g is given by 
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V. SIMULATION STUDY 
 

A limited simulation study has been carried out with real data. The population MU284 given in Appendix-C of Särndal et al. 

(1992) have been used. There are 50 psu’s of varying size. The variable under study  y is population of 1985 and an auxiliary 

variable  x
 
is the population of 1975. The 50 psu’s are stratified into 4 strata considering the value of  x  in ascending order. 

The stratum I consists of 13 psu’s, stratum II consists of  14 psu’s, stratum III consists of 12 psu’s, stratum IV consists of 11 

psu’s respectively. The samples of size 4 psu’s were drawn by SRSWOR independently from strata 1 to 4, respectively. This 

process has been repeated 300 times independently. That means, we obtained 300 samples of size 4 psu’s from each stratum. 

Sub samples of size 3 ssu’s are drawn by SRSWOR from each sample of psu’s in each stratum. The values of y and x  in sub 

samples were used to compute the population mean. In this process, we get 300 estimates of   SIyg
t̂ ,  

c

SIygt̂  from 300 sub 

samples in each stratum. We compute the values of iT̂ based on usual estimator  SIyt̂  without using auxiliary information  and 

calibration estimators,  
c

SIyt̂ ,  
cc

SIyt̂
 
from 1200 samples. The true populations mean of y  has also been computed i.e 29.363. 

The following two criteria were used for assessing the relative performance of these estimators: 

(i) The percent absolute relative bias (%RB) defined as,  
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(ii) The percent relative root mean square error (%RRMSE) defined as,  
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Where S is the number of simulation.   

The percent relative bias (%RB) and the percent relative root mean square error (%RRMSE) has been computed for each iT̂ . 

Their values are presented in the table-5.1. 

Table-5.1: Percent relative bias (%RB) and percent relative root mean square error (%RRMSE) of the estimators. 

Estimators %RB %RRMSE 

 SIyt̂  
* 7.013 

 
c

SIyt̂  
0.189 0.362 
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 
cc

SIyt̂
 

0.146 0.281 

 

*
 Unbiased estimator 

It can be observed from the results of the Table-5.1 that calibration approach for estimation of the population mean of y has 

drastically decreased the percent relative root mean square error (%RRMSE) to about 0.3 percent from 7.0 percent when usual 

estimator without using auxiliary information was applied. Among the calibration estimators, two-steps calibration estimator 

  cc

SIyt̂  was found to be the best as it has lowest %RRMSE of 0.281 percent. The percent relative bias has been found to be 

within the range of below one percent for all the calibrated estimators. The result shows that the two-steps calibration approach 

of estimating population mean in two-stage stratified random sampling has brought considerable improvement in the precision 

of the estimates. 

 

VI. CONCLUDING REMARKS 

 

 If the auxiliary information is available at element (second stage unit) level for the entire population, then the calibration 

approach based calibration estimator have brought significant improvement in the precision of the estimate of population mean 

in two-stage stratified random sampling. It may be mentioned that the two-steps calibration estimator  
cc

SIyt̂  has been found 

better performance than the other one-step calibration estimator.
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