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Abstract- The Poisson distribution is an important discrete distribution for modeling count data having equi-dispersion. In this 

paper, a new discrete distribution for modeling count data having over-dispersion, namely, the Poisson-weighted Sujatha 

distribution which includes Poisson-Sujatha distribution has been proposed by compounding Poisson distribution with a two-

parameter weighted Sujatha distribution. Its statistical properties including moments, coefficient of variation, skewness, 

kurtosis, index of dispersion, unimodality and increasing hazard rate have been discussed. Maximum likelihood estimation has 

been explained for estimating its parameters. Applications of the distribution have been discussed with some count datasets and 

its goodness of fit has been compared with other discrete distributions having over-dispersion.  
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I. INTRODUCTION 

The statistical analysis and modeling of count data are crucial in almost all fields of knowledge including biological science, 

insurance, medical science, finance, are some among others.  Count data are generated from different phenomena such as the 

number of insurance claimants in insurance, number of yeast cells in biological science, number of chromosomes in genetics, 

etc.  It has been observed that, in general, count data follows under-dispersion (variance < mean), equi-dispersion (variance = 

mean) or over-dispersion (variance > mean). The over-dispersion of count data  have been addressed using mixed Poisson 

distributions by different researchers including Raghavachari et al [1], Karlis and Xekalaki [2], Panjeer [3], are some among 

others. Mixed Poisson distributions arise when the parameter of the Poisson distribution is a random variable having some 

specified distributions.  The distribution of the parameter of the Poisson distribution is known as mixing distribution. It has 

been observed that the general characteristics of the mixed Poisson distribution follow some characteristics of its mixing 

distributions. The field of distribution theory is flooded with mixed Poisson distributions based on a number of proper mixing 

distributions.   

The classical negative binomial distribution (NBD) derived by Greenwood and Yule [4] is the mixed Poisson distribution 

where the parameter of the Poisson random variable is distributed as a gamma random variable. The NBD has been used to 

model over-dispersed count data. However, the NBD may not be appropriate for some over-dispersed count data due to its 

theoretical or applied point of view. Other mixed Poisson distributions arise from a choice of alternative mixing distributions. 

For example, the Poisson-Lindley distribution, introduced by Sankaran [5], is a Poisson mixture of Lindley [6] distribution. 

The Poisson-Akash distribution, introduced by Shanker [7], is a Poisson mixture of Akash distribution proposed by Shanker 

[8]. The generalized Poisson-Lindley distribution, introduced by Mahmoudi and Zakerzadeh [9], is a mixed Poisson 

distribution where the mixing distribution is the generalized Lindley distribution proposed by Zakerzadeh and Dolati [10]. 

Other mixed distributions are the Poisson-weighted exponential distribution (P-WED) introduced by Zamani et al [11] and the 

negative binomial-Lindley distribution (NB-LD) introduced by Zamani and Ismail [12] where the mixing distributions were 

weighted exponential distribution and Lindley[6] distribution, respectively. The Poisson-weighted Lindley distribution (P-

http://www.isroset.org/
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WLD) introduced by Abd EL-Monsef and Sohsah [13] is a Poisson mixture of weighted Lindley distribution proposed by 

Ghitany et al [14].  

It has been observed by Karlis and Xekalaki [2] that there are naturally situations where a good fit is not obtainable with a 

particular mixed Poisson distribution in case of over-dispersed count data. This shows that there is a requirement for new 

mixed Poisson distribution which gives better fit as compared with the existing mixed Poisson distributions.  

Shanker [15] introduced Poisson-Sujatha distribution (PSD) defined by its probability mass function (pmf) 
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Statistical properties including shapes of pmf for varying values of parameter, coefficient of variation, skewness, kurtosis, 

index of dispersion, unimodality, increasing hazard rate have been discussed by Shanker [15]. Further, the estimation of 

parameter using both the method of moment and the method of maximum likelihood along with applications of PSD has been 

discussed by Shanker [15].  Note that PSD arises from the Poisson distribution where the mixing distribution is the Sujatha 

distribution introduced by Shanker [16] having probability density function (pdf) 
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                        (1.2) 

Shanker [16] has discussed several important statistical and mathematical properties of Sujatha distribution including moments 

and moments based measures, hazard rate function, mean residual life function, mean deviations from the mean and the median, 

stochastic ordering, Bonferroni and Lorenz curves and stress-strength reliability, are some among others. Further, Shanker [16] 

has discussed the method of moment and the method of maximum likelihood estimation for estimating the parameter of Sujatha 

distribution.  The applications and goodness of fit of Sujatha distribution have also been discussed by Shanker[16] with some 

real lifetime datasets from biomedical sciences and engineering. Shanker [15] has shown that PSD is a better model than the 

Poisson-Lindley distribution (PLD) introduced by Sankaran [5] having pmf 
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Note that PLD is a Poisson mixture of Lindley distribution introduced by Lindley [6] having pdf 
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                                                            (1.4) 

Recently Shanker and Shukla (2018)[17] have introduced a two-parameter weighted Sujatha distribution (WSD) defined by its 

pdf 
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where     1

0

; 0ye y dy 


      is the complete gamma function. It can be seen that at 1  , it reduces to the 

one parameter Sujatha distribution (1.2). This distribution has been found to be a better model than the one parameter Sujatha 

distribution for analyzing and modeling lifetime data from engineering. Shanker and Shukla [17] have derived and discussed 

various statistical properties of WSD including moments and moments based measures, hazard rate function, mean residual life 

function, stochastic ordering, some among others. Further, Shanker and Shukla [17] have discussed the method of maximum 

likelihood for estimating the parameter of WSD. 
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Ghitany et al [14] introduced a two-parameter weighted Lindley distribution (WLD) having parameters    and   and defined 

by its pdf  
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 Its structural properties including moments, hazard rate function, mean residual life function, estimation of parameters and 

applications for modeling survival time data has been discussed by Ghitany et al [14]. The corresponding cumulative 

distribution function (cdf) of WLD (1.5) is given by 
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 where  
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is the upper incomplete gamma function.  It can be easily shown that at 1  , WLD reduces to Lindley [6] distribution. 

Shanker et al [18] discussed various moments based properties including coefficient of variation, coefficient of skewness, 

coefficient of kurtosis and index of dispersion of WLD and its applications to model lifetime data from biomedical sciences and 

engineering. Shanker et al [19] have proposed a three-parameter weighted Lindley distribution (TPWLD) which includes a two-

parameter weighted Lindley distribution and one parameter Lindley distribution as particular cases and discussed its various 

structural properties, estimation of parameters and applications for modeling lifetime data from engineering and biomedical 

sciences. 

Assuming that the parameter  of the Poisson distribution follows WLD (1.5), Abd El-Monsef and Sohsah[13] proposed 

Poisson- weighted Lindley distribution (P-WLD) defined by its pmf  
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It can be easily verified that PLD (1.3) is a particular case of P-WLD for 1  . 

Since WSD is a better model than Sujatha, Lindley and weighted Lindley distributions for modeling lifetime data and PSD is a 

better model than PLD for modeling count data, it is expected and hoped that a Poisson mixture of WSD will provide a better 

model than Poisson, PLD, PSD and P-WLD for modeling count data. Keeping these points in mind, a Poisson mixture of WSD 

has been introduced and studied. Its various statistical properties based on moments, increasing hazard rate and estimation of 

parameters using the method of maximum likelihood along with applications have been discussed.  

II. THE POISSON-WEIGHTED SUJATHA DISTRIBUTION 

 Assuming that the parameter  of the Poisson distribution follows WSD (1.5), the Poisson mixture of WSD can be obtained as 
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We would call this pmf the Poisson - Weighted Sujatha distribution (P-WSD). It can be easily verified that PSD (1.1) is a 

particular case of P-WSD for 1  . The natures of P-WSD for varying values of the parameters and   have been 

explained graphically in figure 1. 

 
Fig. 1: Probability mass function plot of P-WSD for varying values of parameters and  . 

III. STATISTICAL PROPERTIES OF P-WSD 

A. Factorial Moments 

Using (2.1), the r th factorial moment about origin, 
 r

   of the P-WSD (2.2) can be obtained as 

         
  |
r

r
E E X   
 

 , where 
      1 2 ... 1
r

X X X X X r                 



  Int. J. Sci. Res. in Mathematical and Statistical Sciences                                                Vol. 5(5), Oct 2018, ISSN: 2348-4519 

  © 2018, IJSRMSS All Rights Reserved                                                                                                                                   235 

                
 

      
 

2 1
2

2
10

1
1 1

x
r

x

e
x e d

x

  
   

  
   

   




 
   

     
   

                
      

 
2

1 2

2

0

1
!1

x r
r

x r

e
e d

x r

 
   

    
    

  
 



   
    

        
     

Taking x r y  , we get 
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Taking 1,2,3, and 4r  in (3.1.1), the first four factorial moments about origin of P-WSD (2.2) can be obtained  
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B.Raw Moments (Moments about Origin) 

Using the relationship between raw moments and the factorial moments about origin, the raw moments of P-WSD are obtained 

as 
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C. Central Moments (Moments about Mean) 
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central moments of the P-WSD (2.2) can be obtained as 
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D. Coefficient of Variation, Skewness, kurtosis and Index of Dispersion 

The coefficient of variation  .C V , coefficient of Skewness  1 , coefficient of Kurtosis  2 and index of dispersion     

of the P-WSD (2.2) are thus obtained as  
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Behaviors of coefficient of variation, coefficient of skewness, coefficient of kurtosis and index of dispersion of P-WSD for 

varying values of parameters and   have been shown graphically in figure 2.  

 

 
Fig. 2: Behaviors of coefficient of variation, coefficient of skewness, coefficient of kurtosis and index of dispersion of P-WSD 

for varying values of parameters and   
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E. Increasing Hazard Rate and Unimodality 

 We have 
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It can be easily verified that this is a decreasing function in x , and hence  4 ; ,P x   is log-concave. Now using the results of 

relationship between log-concavity, unimodality and increasing hazard rate (IHR) of discrete distributions available in Grandell 

[20], it can concluded that  P-WSD has an increasing hazard rate and is unimodal.  

IV. MAXIMUM LIKELIHOOD ESTIMATION 

Let  1 2, ,..., nx x x be a random sample of size n from the P-WSD (2.2) and let xf be the observed frequency in the sample 

corresponding to  ( 1,2,3,..., )X x x k   such that 
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 , where k is the largest observed value having non-zero 

frequency. The log- likelihood function of P-WSD (2.2) can be given by 
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The maximum likelihood estimates  ˆ ˆ,  of parameters  ,   of P-WSD (2.2) is the solutions of the following log- 

likelihood equations 
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  where x is the sample mean and    log
d

x x
d

  


     and    log
d

d
  


   are digamma functions. 

These two log- likelihood equations do not seem to be solved directly because they cannot be expressed in closed forms. But 
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the MLE’s  ˆ ˆ,  of parameters  ,   can be obtained directly by solving the log- likelihood equation using Newton-

Raphson iteration method available in R –Software till sufficiently close estimates of ̂  and ̂  are obtained. The initial values 

of parameters are taken as 0.5   and 0.5  .  

V. GOODNESS OF FIT 

In this section the applications of the P-WSD has been discussed with two count datasets from biological sciences. The dataset in 

table 1 is the data regarding the number of European red mites on apple leaves, available in Bliss [21]. The dataset in table 2 is the 

number of micronuclei after exposure at dose 4 Gy of  irradiation, counted using the cytochalasin B method and available in 

Piug and Valero [22]. The goodness of fit of P-WSD has been compared with the goodness of fit given by Poisson distribution 

(PD), PLD, PSD, and P-WLD. Note that the estimates of the parameters are based on maximum likelihood for all the considered 

distributions. Based on the values of chi-square  2 , 2log L and AIC (Akaike Information criterion), it is obvious that P-WSD 

is competing well with the considered distributions and gives better fit. Note that AIC has been calculated using the 

formula 2log 2AIC L k   , where k  is the number of parameters involved in the distribution.  

Table 1: Observed and Expected number of European red mites on Apple leaves, available in Bliss [21] 

Number of  

Red mites per 

leaf 

Observed 

frequency 

Expected frequency 

PD PLD PSD P-WLD P-WSD 

0 

1 

2 

3 

4 

5 

6 

7 

8 

70 

38 

17 

10 

9 

3 

2 

1 

0 

47.6 

54.6 

31.3 

11.9 

3.4 

0.8 

0.2 

0.1 

0.1 

67.2 

38.9 

21.2 

11.1 

5.7 

2.8 

1.4 

0.9 

0.8 

66.4 

39.3 

21.8 

11.5 

5.7 

2.8 

1.3 

0.6 

0.6 

69.8 

36.8 

20.1 

10.9 

5.8 

3.0 

1.6 

0.8 

1.2 

70.1 

36.1 

20.3 

11.2 

6.0 

3.1 

1.6 

0.8 

0.8 

Total 150 150.0 150.0 150.0 150.0 150.0 

ML estimates  ˆ 1.14666 
 

ˆ 1.26010 
 

ˆ 1.65330 
 

ˆ 1.09141 

ˆ 0.82194 
 

ˆ 1.37885 

ˆ 0.73252   

Standard 

Errors 

 0.08743 0.11390 0.12331 0.26231 

0.25230 

0.27269 

0.23840 

2   26.50 2.49 3.49 2.41 2.27 

d.f  2 4 4 3 3 

p-value  0.0000 0.5595 0.4794 0.4917 0.51829 

2log L   485.61 445.02 445.27 425.35 425.13 

AIC  487.61 447.02 447.27 429.35 429.13 
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Table 2: Number of micronuclei after exposure at dose 4 Gy of  irradiation, counted using the cytochalasin B method and 

available in Piug and Valero [22] 

Number of 

micronuclei 

Observed 

frequency 

Expected frequency 

PD PLD PSD P-WLD P-WSD 

0 

1 

2 

3 

4 

5 

6 

7 

1974 

1674 

869 

342 

102 

26 

13 

2 

1816.0 

1839.9 

932.1 

314.8 

79.7 

16.1 

2.7 

1.6 

2396.8 

1300.3 

668.8 

332.1 

160.9 

76.5 

35.8 

30.8 

2360.5 

1311.2 

687.2 

342.5 

163.9 

75.9 

34.2 

26.6 

1966.0 

1695.5 

857.6 

331.7 

108.5 

31.5 

8.4 

2.8 

1966.4 

1694.7 

857.8 

331.9 

108.5 

31.5 

8.4 

2.8 

Total 5002 5002.0 5002.0 5002.0 5002.0 5002.0 

ML estimates  1.0 19ˆ 13 
 

1.3 36ˆ 87   

 

1.7 16ˆ 77   ˆ 5.97458 

ˆ 5.57089 
 

ˆ 6.34851 

ˆ 5.47608   

Standard 

Errors 

 0.01423 0.02251 0.02378 0.83470 

0.83790 

0.83783 

0.83658 

2   62.21 337.08 302.5 3.41 3.37 

d.f  4 5 5 4 4 

p-value  0.0000 0.0000 0.0000 0.4909 0.4979 

2log L   13535.82 13836.70 13799.20 15597.78 15597.75 

AIC  13537.82 13836.70 13801.20 15601.78 15601.75 

The fitted plots of the considered distributions for datasets in table 1 and 2 have been shown in figure 3. It is obvious that P-WSD 

gives much closer fit over other mixed Poisson distributions. 

 

Fig.3. Fitted probability plots for considered discrete distributions 

VI.CONCLUDING REMARKS 

The Poisson-weighted Sujatha distribution (P-WSD) which includes Poisson-Sujatha distribution (PSD) as particular case has 

been proposed by compounding Poisson distribution with a two-parameter weighted Sujatha distribution. Its statistical 

properties including moments, coefficient of variation, skewness, kurtosis, index of dispersion, unimodality and increasing 
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hazard rate have been discussed. Maximum likelihood estimation has been explained for estimating its parameters. 

Applications of the distribution have been discussed with two count datasets from biological sciences and its goodness of fit 

has been compared with other discrete distributions having over-dispersion. Since the fit by P-WSD has been found quite 

satisfactory over, PD, PLD, PSD, and P-WLD, P-WSD can be considered an important Poisson mixed distribution in 

distribution theory.  
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