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Abstract— Assuring the reliability of components of an aircraft is very essential, as even a minor problem in the aircraft leads 

to major risk to the passengers.  In this study, the lifetime of aircraft glass is assessed through survival modeling.  The aircraft 

glass failure data has been taken from the National Institute of Standards and Technology (NIST), and it is assumed to follow 

the lifetime distributions.  Kolmogorov-Smirnov test statistic clearly reveals that the empirical data is fitted with the following 

theoretical distributions:  gamma, Weibull and lognormal.  The Maximum Likelihood Estimation method is used to estimate 

the parameters of the theoretical distributions.  With the assistance of AIC and BIC statistics, the best model has been chosen 

among the three distributions.  Lognormal distributed empirical data has the lowest AIC and BIC statistic compared with 

Weibull model and gamma model.  Therefore, time to failure of the aircraft glass data best fitted with the lognormal survival 

model.  Once the best model had been identified, the reliability measures like cumulative hazard rate, reliability function and 

mean time to failure are estimated in the paper.  The hazard rate of aircraft glass is maximum during the period of 18.83-23.83 

months.  The aircraft glass has a decreasing failure rate (DFR) over time.  The expected lifetime of aircraft glass is 31 months 

based on MTTF.   The total amount of risk to aircraft glass failure until 48.83 months is 65 percent. 
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I.  INTRODUCTION  

 

Reliability analysis is important for ascertaining the 

performance of any product or component of a product.  

Normally, the reliability assessment information is required 

in order to prevent the failure of the components if the 

components are maintainable and repairable.   The process 

industries should be aware that, with larger plants involving 

higher inventories of hazardous material, the practice of 

learning by mistakes is no longer acceptable. Methods should 

be developed for identifying hazards and for quantifying the 

consequences of failures [1].    The primary objective of the 

study is to find out the appropriate survival model for the 

time to failure of aircraft glass.  The secondary objective of 

the study is to estimate the reliability rate, cumulative hazard 

rate and mean time to failure of aircraft glass.  Kolmogorov–

Smirnov test (KS) test is one of the goodness-of-fit statistics, 

that is used to check whether the data follows a given 

theoretical probability distribution or not.  Maximum 

likelihood estimation (MLE) is one of the parameter 

estimation methods.  It is a good estimation method as it 

satisfies all properties of good estimator such as efficiency, 

sufficiency, consistency, and unbiasedness.  Mean time to 

failure is the best reliability measurement as aircraft glass is a 

non-repairable product. 

Section I contains the introduction of the study which 

includes the objective of the research.  Section II contains the 

previous articles which are related to our study.  Section III 

contains the materials and methods which include the 

mathematical formula and derivation of the MLE, AIC, and 

BIC.  Section IV contains the results and discussion of our 

study.  Section V contains the conclusion of our research. 

Section VI contains the future directions of this study.  

 

II. RELATED WORK  

 

R.A. Bakoban and Hanaa H. Abu-Zinadah (2015) studied the 

beta generalized inverted exponential distribution.  They 

used various probability distribution plots in order to 

ascertain the appropriate theoretical distribution model.  The 

Maximum Likelihood Estimation method is applied to 

estimate the parameter of the model [2]. 

 

Bianca Schroeder and Garth A. Gibson (2006) did the 

analysis of failure data regarding high-performance 

computing system.  They collected the failure data over the 

past 9 years and considered the empirical cumulative 

distribution function and how well it was fit with theoretical 

distribution.  They used MLE estimation to parameterize the 

distributions and evaluate the goodness-of-fit by visual 

inspection and the negative log-likelihood [3].    

http://www.isroset.org/
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Maydeu-Olivares and C.G. Forero (2010) assessed the 

inconsistency between the empirical data and theoretical 

model and summarized through Goodness-of-Fit (GOF) 

indices.  The well-known two GOF indices are AIC and BIC.  

A researcher selects either AIC or BIC and calculates it for 

all theoretical models under consideration.  Then the model 

with the lowest index is considered as the best model [4]. 

 

Khaled Haddad and Ataur Rahman (2010) discussed that 

when the theoretical model is three-parameter distribution, 

Anderson Darling Criterion (ADC) is the best goodness-of-

fit index.  Contradictorily, AIC and BIC are better GOF 

indices when the theoretical model is a two-parameter 

distribution.  However, ADC gives similar results to the AIC 

and BIC for small samples especially for asymmetrical 

distributions [5]. 

 

J. G. Elerath (2000) discussed that the failure rate is one of 

the simple methods for determining product reliability. All 

products involve some sort of “failure rate” averaging over 

some period of time. Even though the failure rate is not 

constant over time, estimating an average can easily generate 

meaningless results [6]. 

 

Milena Krasich (2009) studied that the most common 

reliability of the product can be estimated through Mean time 

to failure, Mean time between failure, and Mean time to the 

first failure. Mean Time To Failure (MTTF) is understood to 

be the universal attribute of a non-repairable item [7]. 

 

Dong Shang Chang (2000) discussed the unimodal failure 

rate function of lifetime distributions.  Critical time 

segregates the product’s operating life into two phases 

namely increasing failure rate and decreasing failure rate.  He 

used lognormal distribution to illustrate the effective 

procedure for screening out failures in the early operating 

period of the product [8]. 

 

III. METHODOLOGY 

 

The aircraft glass failure data have been taken from the 

National Institute of Standards and Technology (NIST).  In 

the study, the lifetime of the glass has been studied. The 

nature of the skewness of data has been verified by a 

histogram.  Through the histogram, we can know whether the 

data follows skewed distribution or not.    Once the nature of 

distribution was found out, we can list some of the most 

essential lifetime distributions.  Kolmogorov–Smirnov test 

(KS) test can be used to find out the Goodness-of-fit between 

theoretical probability distribution and empirical probability 

distribution [9].  Thus, we can construct more than one 

survival modeling for our data. 

 

Once we build survival models, Maximum likelihood 

estimation (MLE) method has been used to estimate the 

parameters of the models.  Perhaps our empirical data are 

fitted with more than one survival models, Akaike 

Information Criterion (AIC) and Bayesian Information 

Criterion (BIC) statistics have been calculated to choose the 

best-fitted survival model among them for our data.    On the 

basis of the best-fitted survival model, we calculate the 

hazard function, mean time to failures and hazard rate.  The 

statistical calculations have been computed through R 

software. 

 

Maximum Likelihood Estimation 

Let S1, S2, S3,..., Sn be the identically independent random 

samples of random variable S.  The random variable S 

follows probability distribution with unknown parameter θ.  

Here, the objective is to estimate the parameter θ, using the 

empirical data s1, s2, s3,…, sn that are obtained from the 

random samples. 

L(θ s ) is the likelihood function of parameters θ, where 

θ  parameter space that describes the probability of 

obtaining the empirical data s.  The joint probability density 

function of S1, S2, S3,..., Sn is L(θ). 

L(θ) = f(s1; θ). f(s2; θ). f(s3; θ)….. f(sn; θ) = 


n

i

isf
1

)(   

Apply natural logarithm on both sides, we will get the log-

likelihood function lnL(θ). 

ln(L(θ) = ln


n

i
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The maximum likelihood estimator can be calculated by 

using the first order derivative of log-likelihood lnL(θ) with 

respect to the parameter θ is equal to 0. 

              (i.e) 0
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If 


  is the maximum likelihood estimator which is 

calculated based on the equation 1, the second order 

derivative of the log-likelihood function at θ=
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less than 0. 
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Hence, 


  is the maximum likelihood estimator for the 

probability distribution function f(S; θ). 

 

Weibull Distribution 

The probability density function (PDF) of Weibull 

distribution is given as follows: 

                f(s;α,β) =
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where α is the scale parameter and β is the shape parameter.    

 

Gamma Distribution 

The probability density function of gamma distribution with 

shape and rate parameters α and β respectively is given 

below. 

      f(s;α,β) =
ses 







11
                     (3) 

 

Lognormal Distribution 

If random variable S follows a lognormal distribution, then 

ln(S) is normally distributed.  The probability density 

function of lognormal distribution with location (µ) and scale 

parameter (σ) is given below 

f(s) = 

2
)ln(
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1

2

11 
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 where µ is the mean of the 

ln(S) and σ is the standard deviation of ln(S). 

 

Akaike Information Criterion 

Akaike Information Criterion (AIC) is used in statistics when 

the theoretical model is fitted with empirical data.  The 

theoretical model may not exactly represent empirical data. 

Therefore, some information regarding our empirical data 

can be missed when represented by the theoretical model.    

AIC calculates the amount of information missing from the 

data by a given theoretical model.  Akaike Information 

Criterion (AIC) is a fined technique based on in-sample fit to 

estimate the likelihood of a model to predict/estimate the 

future values [10].  A good model is the one that has 

minimum AIC among all the other models. 

AIC can be calculated through log-likelihood and the number 

of parameters in the proposed theoretical model: 

AIC = -2ln(L) + 2k where ‘k’ is the number of parameters 

and ln(L) is the value of log-likelihood [11].  

 

Bayesian Information Criterion 

Bayesian Information Criterion (BIC) is another criterion for 

model selection that measures the trade-off between model 

fit and complexity of the model [12]. A lower BIC value 

indicates a better fit. 

BIC = -2ln(L) + 2kln(N) where ‘k’ is the number of 

parameters in the proposed theoretical model, ln(L) is the 

value of log-likelihood and ‘N’ is the number of observations 

[11]. 

 

Mean Time To Failure 

Mean time to failure (MTTF) is the best reliability 

measurement for the non-repairable component.  It measures 

the average time to first failure [13].  It can be calculated 

from the mean of the probability density of the time to failure 

f(t). 

MTTF = 


0

)( dtttf  

Cumulative hazard rate 

The cumulative hazard rate (H(x)) assesses the total 

amount of accumulated risk the component has been facing 

from the starting of time (t0) to the present time (tP) [14]. 

H(x)= 
Pt

dxxh
0

)(  

 

IV. RESULTS AND DISCUSSION 

 

A total of 31 data observations regarding the failures of 

aircraft glass were included in the study.  A frequency 

distribution table is formulated for the observed data that is 

displayed in table 1.  The Sturge’s rule is applied for 

ascertaining the number of class interval required to make a 

frequency distribution table.  As per the rule, six class 

intervals are made with a width of five.  

  

Table 1: Frequency Distribution for Time to Failures of 

glass in the aircraft 

Time to Failures   No. of Failures 

18.83-23.83       5 

23.83-28.83       10 

28.83-33.83       5 

33.83-38.83       7 

38.83-43.83       1 

43.83-48.83      3 

 

From table 1, it is observed that the majority of time to 

failures of aircraft glass i.e., 10 occurred during the time 

interval of 23.83-28.83 months which is followed by, seven 

failures occurred during the period of 33.83-38.83 months.   

The probability density curve clearly reveals that the time to 

failures data follows positively skewed distribution (Figure 

1).  Hence, we expect that the data follows one of the lifetime 

distributions such as exponential, gamma, Weibull and 

lognormal distribution.   

Initially, the empirical data has been tested with exponential 

survival model. The probability plot clearly depicts that the 

observed data does not fit with the exponential distribution 

(Figure 2).  Hence, the data have been further verified with 

other lifetime distributions viz. gamma, Weibull and 

lognormal distribution.  Kolmogorov-Smirnov (KS) test 

clearly unveils that the empirical data fits with Weibull, 

gamma and lognormal distribution (Table 2).  Since the P-

values are more than 0.05 at 5 percent level of significance, 

the null hypothesis is accepted (H0: The empirical data 
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follows the theoretical distribution).  In addition, KS-D 

statistic reveals that the maximal absolute difference between 

empirical cumulative relative frequency and theoretical 

cumulative frequency is very less. The maximal absolute 

differences for Weibull, Gamma and Lognormal distributions 

are 0.152, 0.143 and 0.124 respectively.  

                   Table 2. Kolmogorov Smirnov Test 

Proposed Model KS –Test D-statistic P-value 

Weibull 0.152 0.427 

Gamma 0.143 0.506 

Lognormal 0.124 0.684 

 

The Maximum likelihood estimation method is used to 

estimate the parameters of Weibull, gamma, and lognormal 

distribution.  The estimated parameters are displayed in table 

3. The estimated values are substituted in equation 2, 3 and 4 

in order to construct the Weibull, gamma, and lognormal 

survival models respectively for time to failure of aircraft 

glass.   

Table 3. Parameters Estimation by MLE 

Distribution Parameters – 

Point estimate (SE) 

Loglikelihood 

 

 

Weibull 
Shape = 4.63 (0.63) & Scale 

= 33.67 (1.38) 

-105.49 

Gamma Shape = 18.9 (4.76) & Rate 

= 0.61(0.16) 

-104.12 

Lognormal Meanlog = 3.40 (0.04) & 

SD log = 0.23 (0.03) 

-104.01 

Therefore, the Weibull survival model for the scale 

parameter 33.67 and shape parameter 4.63 is as follows: 

f(s, 33.67, 4.63) =

63.4

67.33

63.3

67.3367.33

63.4 

















s

e
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The gamma survival model (shape=18.9, rate=0.61) for the 

time to failure of aircraft glass is as given below 

f(s;18.90,0.61) =
ses 61.09.179.1861.0

9.18

1 


. 

Lognormal survival model for the time to failure of aircraft 

glass is as follows: 

          f(s) = 

2
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40.3)ln(
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The Goodness-of-fit of gamma, Weibull and lognormal 

distribution is given in table 4. AIC and BIC values for the 

lognormal distribution are less than the values of Weibull 

and gamma distribution.  The relative distance between the 

likelihood function of the empirical data and the likelihood 

function of the lognormal model is very less.  Hence, the 

lognormal survival model is the best-fitted model for the 

time to failure of aircraft glass (Figure 3). 

 

Table 4. Goodness-of- Fit 

Distribution AIC BIC 

Weibull 214.98 217.85 

Gamma 212.23 215.09 

Lognormal 212.02 214.89 

i.e., f(s) = 

2

23.0

40.3)ln(

2

1

2)23.0(

11 





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
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e
s 

is the best-fitted 

survival model for our time to failure data.   The cumulative 

distribution function of lognormal model F(x) is as follows, 

F(x) = P(X≤x) = 
 








 






2

)ln(2

2

1

2

1 s
erf  where x≥0 

[15]. 
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Figure 1. Nature of distribution 

The survival function can be denoted by S(x), where S(x) = 

1- F(x).  Therefore  

S(x) =
 








 
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



2

)ln(2

2
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2

1 s
erf and the hazard rate can 

be denoted by h(x), where h(x) = f(x)/R(x). 
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Figure 2. Probability plot of exponential    

Lognormal Plot For life
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Figure 3. Probability plot of lognormal  

 

It can be observed from the hazard rates such as h(x1), 

h(x2),…,h(X6) are gradually decreased when the time 

increases (Table 5). The hazard rate of aircraft glass is 

maximum during the period of 18.83-23.83 months (i.e., 

14% chance of failure) followed by the period 23.83-28.83 

months (12% chance of failure).  It could conclude that the 

aircraft glass has a decreasing failure rate (DFR) over time.  

Thus, the risk to the aircraft due to glass failure can be 

avoided by taking early preventive measures.   

      

Table 5. Reliability measurements such as reliability rate 

 and hazard rate 

Lifetime (S) f(x)
 

F(x) S(x)
 

h(x)
 

18.83-23.83 0.00061 0.9958 0.004229 0.1442 

23.83-28.83 0.00027 0.9978 0.002158 0.1251 

28.83-33.83 0.00013 0.9988 0.001195 0.1088 

33.83-38.83 0.000071 0.9993 0.000704 0.1005 

38.83-43.83 0.000039 0.9996 0.000436 0.0915 

43.83-48.83 0.000024 0.9997 0.000281 0.0844 

 

The aircraft glass is a non-repairable component.  Hence, 

Mean time to failure (MTTF) is the best reliability measures 

than Mean time between failures (MTBF).  The expected 

lifetime of aircraft glass is 31 months based on MTTF.    

Cumulative hazard rate H(x) is as follows: 

 H(x)      = 
Pt

dxxh
0

)(  = 


83.18

0

0 )( dxxh + 
83.23

83.18

1 )( dxxh +…..+ 
83.48

83.43

6 )( dxxh

 
It estimates the total amount of risk to aircraft glass failure 

until 48.83 months is 65 percent. 

 

V. CONCLUSION  
 

The Survival of aircraft glass was studied based on their time 

to failures.  On the basis of the KS test statistic, the data was 

fitting with the following theoretical model namely, Weibull, 

Gamma, and Lognormal distribution.   Among the three 

theoretical models, the aircraft glass failure data were best 

fitted with the lognormal model.  The hazard rate of aircraft 

glass is decreased when the duration of a lifetime is 

increased. The expected time to failures of aircraft glass is 31 

months.  The glass has a 65 percent chance to attain failure 

after 48.83 months from the date of installation.  

  

VI. FUTURE WORK 

 

We can enhance the research towards the applications of 

stochastic modeling and failure prediction of aircraft glass.   

We hope to discuss the same in further papers.   
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