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Abstract— Now-a-days music listeners face immense obstacles when trying to find suitable music for a specific context. 

This is what actually motivated us to find a suitable solution on it.  Here we presented a music classification system that 

provides the listener an opportunity to browse their music by mood. Mood classification while listening to music is an 

emerging domain of music information retrieval.  This paper investigates the challenging issue of recognizing emotions 

while listening to music. Specifically, we formulate the music types as a regression problem to predict the human 

emotional state.  No categorical taxonomy is used that’s why the regression approach is free of the ambiguity inherent to 

conventional categorical approaches.  This will help to build an intuitive and contextually aware playlist generation tool.  

Talking of play list tool we have come to the point that most people are not sure that if their mood has been changed or not 

while listening to their favorite music, people tend to listen to emotional music when they deal with sorrow or disgust.  In 

the time fear and anger they don’t listen any music. In the contrast they listen to music while having good feelings. We 

have achieved 78% of accuracy by taking the regression approach for the research. 
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I. INTRODUCTION  

 

Music has been a part and parcel of our civilization from 

ancient times.  But now-a-days listeners can hardly find the 

suitable music according to their taste and mood. At the 

same time even though music has become very much 

available, it’s very unlikely that listeners like to hear the 

same type of music all the time.  We have our personal 

preferences but it also differs from time to time depending 

on our emotional state.  But it is really difficult and time-

consuming to choose a song relevant to our mood.  So as a 

helping hand we need is an additional parameter – Mood 

which will signify the emotion of that particular music. 

The aim is to prepare a model which will predict the 

human emotion based on their current searched song or 

current playing song to help suggest the next songs based 

on their mood.  Our main objective is to combine previous 

data and current data in order to design a good predictive 

model.  Understanding the different attributes is also 

needed in order to get more accurate results. There are 

numerous models describing human emotions.  One of 

them is the Hevner model [1]. It  categorizes  various  

attributes  into  8  different  groups  where  each  of them 

represents a class of mood.  That means each class consists 

of the same type of emotions.  But, Russell J.A. had a  

different idea [2].  He came up with a circle model where 

all the mode classes are separated from each other and 

have polar coordinates. Then there is Thayer’s model 

which is a two-dimensional model [3].  IT has two axes 

representing stress and energy.  In recent times Emery 

Schubert provided an update on Hevner’s adjective [4].  In 

his study, several musically experienced people gave their 

opinion about 91 musical adjectives.  It consists of 

Hevner’s 67 adjectives with the addition of Russell’s 

circumplex model and Whissel’s dictionary of effect 

[5].Out of these 91 emotional adjectives 46 were kept. In 

recent time Doris Baum introduces EmoMusic [6] in their 

paper which was a study about the usefulness of ‘PANAS-

X’. It categorizes music according to mood using different 

machine learning algorithms. In this study, they showed 

that emotion may be derivable in an automatic way. And 

we can use Na   ve  ayes and Random Forest classifiers to 

predict the emotion of music with a success rate. K.C. 

Dewi and Harjoko [7] came up with a music classification 

system based on mood parameters where they used K-

Nearest Neighbor and Self Organizing Map. But for better 

understanding, we used music genre and popular music to 

classify music type. 

 

II. RELATED WORK  

 

In recent years there’s been a huge amount of research on 

music emotion recognition due to the requirement of the 

entertainment and digital media industry. In 2008, Yang et 

al[8]  used  the  Daubechies  wavelets  coefficient  

histogram  (DWCH)  algorithm [9], spectral contrast 

algorithm with PsySound [10] and Marsyas [11] extracting 

the features as previous work.  Then he trained the data 

with features by multiple linear regression (MLR) [12], 

support vector regression (SVR) [13], and AdaBoost [14]. 

http://www.isroset.org/
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Later, he used the MEVD (music emotion variation 

detection) to do the same ground true data and features for 

fear comparison and at last he got his result that the 

regression approach has more promising prediction 

operation than normal arousal-valence (AV) computation 

algorithms in doing MER [15], [16], [17], [18]. And also 

the regression approach can be applied in MEVD. In 2009, 

Han et al [19] used Juslin’s theory [20] along with 

Thayer’s emotion model to analysis the 11 kind of 

emotions (angry, bored, calm, excited, happy, nervous, 

peaceful, pleased,  relaxed,  sad  and  sleepy)  and  their  

cause:  7  music  characteristics  (pitch, tempo, loudness, 

tonality, key, rhythm and harmonics). Then he compared 

his result using support vector regression (SVR) as a 

classifier to train two regression functions for predicting 

arousal and valence values based on the low-level features, 

with the GMM [21] and SVM [22].  The final results 

showed that the SVR can increase the accuracy from 

63.03% to 94.55%, but the GMM can only grow 1.2% 

(91.52% to 92.73%).In 2010, Kim et al [23] did 

comprehensive work in music emotion recognition review. 

He started with the psychology research on emotion with 

the Valence-Arousal space and the perceptual 

considerations.  In the feature part he described the lyrics 

feature selection and the acoustic features.  Lyrics features 

selection was based on the plea-sure (valence), arousal and 

dominance (PAD) [24], Affective Norms for English 

Words and Affective Norms for Chinese Words [25] to 

select the affective features from the signals. For the 

acoustic features, he gave 5 types (Dynamics Timbre, 

Harmony, Register, Rhythm and Articulation) 17 features 

(RMS energy, Mel-Frequency cepstral coefficients [26], 

spectral shape, and spectral contrast.  Roughness, harmonic 

change, key clarity, major ness Chromagram, chroma 

centroid and deviation  Rhythm  strength, regularity, 

tempo, beat histograms Event density, attack slope, attack 

time).  But he focused the MFCCs (Mel-Frequency 

cepstral coefficients) to comment.  And in themachine 

learning part, he mentioned the SVM, Logistic Regression, 

Random Forest, GMM, K-NN, Decision Trees and Naive 

Bayes Multinomial classifiers.  In the end of  his  paper,  

he  gave  examples  of  some  combinations  of  the  

emotion  types.   For example, Yang and Lee [27] 

combined the both audio and lyrics for emotion 

classification with 12 low level MPEG-7 descriptors and 

increased 2.1% (82.8% vs 80.7%with only audio) of the 

results.  And other review was for Bischoff [28] combining 

audio and tags [29] by Bischoff with 240 dimensional 

features and 178 mood tags. Then Bischoff prove that the 

combination is better than the single one.  In 2013, “The 

MediaEval 2013 Brave New Task:  Emotion in Music” 

attracted a large number of challengers to take part in the 

task.  In this task, they split the 1000 songs as 700 for 

development and 300 for tests. And the first task was for 

the continuously time to determine the emotional  

dimensions,  arousal  and  valence,  and  the  automatically 

detection for the arousal and valence of the songs were the 

second task in static emotion characterization.  Later on, 

this challenge was held in 2014 and 2015. In  2014, Gao et 

al.[30]  used the 6552 standard large emotion  feature 

which extract from OpenSMILE  to  compare  with  his  

multi-feature  (GMM  super  vector– GSV [31], positive 

constrain in matching pursuit PCMP[32], multiple 

candidates and optimal path) with the APM dataset.  Then 

he did the machine learning by SVM classifiers with RBF 

kernel and got the confusion matrix of the results.  For the  

results,  his  working  proved  that  his  multiple  features  

are  more  effective  than only use the openSMILE one by 

5.25% (74.9% to 80.15%) . 

 

III. METHODOLOGY 

 

Prediction modeling using Logistic Regression Method 

Logistic Regression is used to classify data into two 

classes. One is binary and another is multi-class logistic 

regression. Here the binary class has two classes but the 

multi-class has more than two classes. It predicts a 

probability within 0 and 1 using linear combination of 

variables. 

     

Logistic Function 

Using logistic function we can squash numbers into a 

reasonable range like between 0 and 1. In the case of 

Logistic Regression it is the Sigmoid function. 

 

 S(Z) = 1/1 + e
-z
………………….……..……………… (1) 

 

Here Z define our regression equation which helps us to 

map our function, 

 

Z = 0+11+...+nn..………………………………….… (2) 

 

The resulting output from this equation now looks 

something like this. It's a s-shaped curve. Values can only 

be between 0 and 1. 

 

 
Fig 1: Logistic Regression Function [33] 

 

Log-Odds 

We have used the odds and probability to find the 

coefficient of our equation. 

 

odds = p/(1-p)……………………………………....….(3) 

 

p = odds/odds + 1………………………………..….... (4) 
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In regression function 'Z' is a linear combination of 

variables and ‘S(Z)’ is probability. So, we can say and if 

we isolate Z we get, 

 

p = 1=1 + e
-z
…………………………….…………..... (5) 

 

This is the equation of “log of the odds”. We can take the 

inverse to get the coefficients in terms of odds.                   

 

Z = log (p/1 - p)………..……………………….……. (6) 

 

After modeling and pulling some coefficients from our 

data if we calculate log-odds using the regression equation 

we get the following chart. 

 

 
Fig 3: Log - odds  vs  Sphericity 

 

Log-odds gives us a linear model. We need the inverse of 

the log-odd function to get our target variable. 

 

Information Gain 

After collecting the Firstly we transform our data to log-

odds. But log-odds of 0 and 1 are positive and negative 

infinity. So, we plot a random line to fit our data. Since all 

of our points are at infinity we can't work out how well the 

line fits the data. So in order to assess the quality of our 

line, we project each point onto it so that we can read off 

the log-odds for each point. Since we have the log-odds of 

every point we can transform odds back to probabilities 

using the rearranged logistic regression equation. Our 

variable points are on a probability axis and it indicates a 

sigmoid line. At this point we can read off the probability 

from the graph and use it to calculate the total likelihood 

for the line. It is generally calculated in log form. After 

calculation if we look closely it produces a steeper sigmoid 

curve. Although the _rst line is random the maximum 

likelihood estimation finds the optimum line very quickly 

which makes this process highly efficient. 

 

 

Data Training 

After collecting the data we removed outliers and possibly 

unclassified instances from the training data. But logistic 

regression is a linear algorithm with a nonlinear transform 

in output. It does assume a linear relationship between the 

input variables with the output. So we have tried to use 

box-cox method to transform input data for better expose 

of this linear relationship. After that we converted those 

data into an attributed relation file format (.arff) and then 

we have used Weka for classification. After classification 

using some algorithm we got some result and later we have 

analyzed those result. Here is the simple work ow chart 

given.   

 

IV. RESULTS AND DISCUSSION 

 

Study Description  

The term emotion is changeable through hearing a piece of 

music. In our study, we tried to recognized emotion, based 

on music by using Logistic regression (LR). The Study 

mainly consists of three steps: (a) feature extraction: eighth 

distinct music types are extracted and analyzed. 

(b)Mapping: Studied Thayer's model [2], Russell's model 

[24], Hevener's model [5], and after getting some idea from 

Schubert's model we mapped musical types into eight 

categories. (c) Training: This study used extracted musical 

type as input to train the LR. 

 

Dataset 

After studying on human emotion and music genera we 

classified them into eight categories. In the case of emotion 

we decided to use sad, happy, disgust, anger, fear, surprise, 

relax and bored. And for music genre we stick with 

Country Music, Romantic Music, Emotional/Sad Music, 

Classical Music, Heavy Metal, Rock and Pop Music, 

Electronic Dance Music, and Rap Music. We did a survey 

and asked people some questions online to collect the data. 

We got 712 unique data to work with. We filtered these 

raw data and converted into attributed relational _file 

format (.arff). 

 

Music Types 

In our study, we consider various types of music from 

Thayer's model, Russell's model, Hevener's model 

including Schubert's model. Those types are Rap, Heavy 

metal, Pop and Rock, Romantic Music, Emotional/Sad 

Music, Country Music, Electronic Dance Music(EDM). 

We used them as an input of LR In the emotion recognition 

system. 

 

Data Analysis 

To analyze the data, moods were categories were re-

categorized into eight categories. They are sad, happy, 

disgust, anger, fear, surprise, relax, and bored. A total 

result was calculated for each category. We obtained the 

general result of the survey, 85% of participants have said 

that their mood changes from listening to music, 8 % of 

participants said that music does not affect their mood and 

7% participants not sure about their mood changes. 
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Fig 4: Mood changed from listening music 

 

We established the relationship among variables to test the 

hypotheses. We achieved that when they are sad they try to 

hear Emotional or sad Music most which is 38%. 

 

 
Fig 5: Types of music listen when feeling sad 

 

We also tried find when people usually feel happy which 

type of song they listen most. After analysis the data we 

found that general participants tend to hear Romantic 

Music when they are happy which is 29%. 

 

 
Fig 6: Types of music listen when feeling happy 

 

Anger is another stage, it this situation some people don’t 

know how to control their anger. From the data most 

participants didn’t want to hear any music when they were 

feeling anger. 

 

 
Fig 7: Types of music listen when feeling anger 

 

It varied person to person what types of music people 

listened when they bored. From our collected data we find 

out that all types of music participants were listened when 

they were bored but most of them listened emotional/sad 

music which percentage were 16%.  

 

 
Fig 8: Types of music listen when feeling bored 

 

Most 30% participants didn’t want to hear any music when 

they were feeling disgusted. 

 

 
Fig 9: Types of music listen when feeling disgusted 

 

Most 28% participants didn’t want to hear any music when 

they were feeling fear. 
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Fig 10: Types of music listen when feeling fear 

 

Most 30% participants want to hear romantic music when 

they were feeling relax. 

 

 
Fig 11: Types of music listen when feeling relax 

 

With the advent of the ubiquitous era, mood-based music 

recommendation has become one of the rapidly emerging 

applications. There are some other context-based or lyrics-

based music recommendations but all of these fall on the 

same domain. Here we have tried to add some extra 

dimension to that domain which will help in future 

research and make music access easier for us. This study 

proposes a music recommendation system that extracts 

mood information based on music type which will later 

recommend us music based on our mental state. Here we 

have used logistic regression to predict the mood swing 

with an accuracy of 78%.  

 

V. CONCLUSION AND FUTURE SCOPE  
 

In this paper, we proposed an effective method to predict 

human emotion while hearing a music.  Considering the 

high subjectivity of emotion recognition the paper’s 

precision is pretty high.  Due to the low number of classes, 

the performance of logistic regression is better than 

Random forest algorithm and neural network. After 

analysis our survey data, we found that 85% of participants 

were agree to say that their mood changes from listening to 

music and also understand that what kinds of music usually 

people listen based on their emotional states.  Since the 

experiment was performed on a small dataset and limited 

number of features, it still can be improved by adding more 

features like weather, current environment, current health 

state.  Even we can also use some features like heart beat 

rate, music frequency etc. with proper equipment.  More 

attributes will improvise decision making and predicting 

mood.  Each person has its own preferences about what 

kind of song is to be played for corresponding mood. 

Collecting data from more user may help us to build better 

user specific radio application or a personal play list.  

Implementing our data in current music applications can 

provide better music experience in the future. In future,  we 

also intend to develop a  lyrics  based  as  well  as  multi-

modal  music  mood  classification  system and want to 

detect and improve our flaws in the near future to improve 

our classification accuracy. 
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